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Abstract

Water distribution systems in cities throughout South Asia (and many other coun-
tries) only supply water on an intermittent basis (currently averaging less than 5hrs/day
in most Indian cities). Intermittent Water Supply (IWS) creates inequities in water
availability and carries public health risks associated with the ingress of contaminants
from the surrounding ground through flaws in the aged piping systems. It is a major
challenge to upgrade from intermittent to continuous water supply (CWS) as this
involves an increase in the operating water pressures which promotes higher rates
of leakage. There are currently no reliable computational models for characterizing
the transient hydraulic behavior of IWS systems (including pipe filling and draining
events) and hence, it is difficult to understand and control IWS systems. In a re-
cent PhD thesis, Lieb (2015) developed an open-source code to solve the dynamics of
IWS pipe networks through finite volume solution of the governing 1-D Saint Venant
equations using the Preismann slot approximation. The current thesis extends and
refines the algorithms proposed by Lieb to enable more robust simulations for pipe
networks. Specific modification include algorithms for dry pipes and three-pipe junc-
tions. The thesis proposes a new algorithm for representing the conservation of fluid
mass, momentum and energy at a three-pipe junction which is validated by compar-
ing computed loss coefficients with measured data reported in the literature. The
research also validates predictions of mixed flow conditions (open-channel and pres-
sured pipe flow conditions) with results from laboratory model tests. The proposed
formulation has been applied to simulate a skeletonized pipe network (at a test site
in Delhi), where simulations are compared with water pressures during intermittent
water supply periods. The proposed analysis represents a first step towards compre-
hensive modeling of IWS that can be used to improve understanding and control of
these systems and to manage the upgrading process for CWS operations.

Thesis Supervisor: Andrew J. Whittle
Title: Professor of Civil and Environmental Engineering
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Chapter 1

Introduction

In the US, Europe, China, and much of the developed world, water is supplied on a

continuous basis (24-7) through pressurized water distribution pipe networks. How-

ever, of the 3.7 billion people with piped water supply, 1 billion have intermittent

water supply including 280 million people in cities across India [54]. In more than 45

countries, including all major urban areas in the India sub-continent, IWS systems

typically provide water for limited supply periods and either drain or remain at low

pressures in the stagnation periods. Figure 1-1 describes a basic situation of IWS in

the world, and it can be seen that IWS is widespread in developing countries. Current

Indian cities typically average only 4.5 hours of supply per day, shown in Figure 1-2.

For example, in Jamshedpur, India, water is supplied to local residents only 4 hours

a day: two hours in the morning and another two hours in the evening. In the other

20 hours, the water pressures in the system can be lower than the pressure in the

surrounding soil.

1.1 Problems in IWS Systems

IWS has manifold negative effects on residents' health [42]. The periodic filling and

draining processes in an IWS system create a humid environment that is conducive

for microbial regrowth in pipes, leading to a high rates of morbidity in IWS consumers

[13]. Numerous studies assert that IWS systems are strongly related to waterborne

13
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Figure 1-1: IWS situation worldwide in 2015 [54]
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illnesses and diarrheal diseases, including amebiasis, typhoid, cholera and infectious

hepatitis [24, 32, 15, 1]. For some diseases, the morbidity can increase by around 40%

when compared with the continuous water supply (CWS) systems [61]. Moreover,

when there are cracks in the pipe walls or open joints, the inconsistent water pressure

in IWS can allow contaminated water in the surrounding soil to flow into the pipes by

back siphoning [13]. These external and internal sources of contaminations affect all

end uses from drinking to bathing, and other basic needs [13]. While middle-income

and high-income consumers are able to buy small-scale water purification equipment,

other low-income residents have to tolerate the poor water quality most of the time

[74].

The IWS system systems also have lower pressures during supply periods compared

with CWS systems [56, 52, 8]. One of the reasons for this is the behavior of customers.

Many households never turn off their taps and each household has its own water stor-

age tank on the roof, and some even use suction pumps to collect more water from

pipes [53, 9]. Therefore, the water pressures will decrease very quickly as water goes

through the pipes. Moreover, air pockets trapped in IWS pipe networks can increase

the roughness of the pipe, which leads to higher friction losses in pipes [50, 751. All

these issues prevent those people who live far from the central distribution point from

getting enough water everyday. Field studies show that actual periods of water sup-

ply time can be as short as 15 minutes per day for some consumers, forcing them to

buy, trade, or even steal to get the water they need.

1.2 Conversion to CWS and Key Problems

Serious leakage is one of the key problems that prevent people from converting from

intermittent to continuous water supply operations. In fact, leakage level can be as

high as 40%-45% in IWS systems [5]. Currently, finding leakages in the field is a

time-consuming process and it mainly relies on manual acoustic detection [83].

15



In order to diagnose and improve the water supply, it is important to have credible

models for the hydraulics of IWS systems that can evaluate time varying processes

within the pipe network. Complete hydraulic models must be capable of simulating

the filling and draining of the pipes and hence, must address the mixed flow condi-

tions where pressurized and free surface conditions can co-exist within the network.

This modeling approach can then diagnose how consumer water demand influences

the pressure of the system and can lead to better management of IWS systems. Con-

sequently, understanding the pressure behavior of transient flow is essential to solving

the problem of leakage, and it represents a first key step in clarifying the state of the

current piping network to prioritize areas for repair. Validation of the pipe network

hydraulic models can be accomplished by comparison with actual measurements of

pressures during the specified water supply periods.

This thesis describes the development of a mixed, transient flow solver for pipe net-

works. The model is validated using available data from laboratory models and with

pressure measurements from networks in the IWS system in Delhi (Taylor, PhD in

progress).

The current research can be compared with prior studies for CWS systems, where

steady pressures have been simulated and optimized for demand management [44].

Higher frequency pressure transients have also enabled online detection and localiza-

tion of pipe bursts [121.

1.3 Structure

The thesis is structured as follows:

Chapter 2 reviews previous models that have been developed to model the transient

and mixed flow in pipe networks. The chapter discusses key aspects of the numerical

16



models and highlights some of the mismatches of the currently available software.

The current research extends a prototype mixed flow hydraulic solver developed by

Lieb using the Preissmann slot model with a finite volume solver [431.

Chapter 3 gives a description of the method and related algorithms that have been

developed for the model. The chapter also describes potential instabilities that can

occur.

Chapter 4 provides several validation examples, using published data from a simple

lab experiment and pressures measured around a T-junction pipe in an IWS system.

Chapter 5 describes the application of the proposed algorithms to a pipe network

with selection of boundary conditions for IWS systems.

Chapter 6 provides summaries, conclusions and recommendations.

17
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Chapter 2

Background and Literature Review

2.1 Modeling of Transient Flow

Although the fluid dynamics in a pipe network can be fully described by Navier-

Stokes equations [211, it is more convenient and computationally practical to use the

ID Saint-Venant equations for transient flow in circular pipes that correspond to two

sets of hyperbolic partial differential equations describing conservation of mass and

momentum:

o~h ah C2 aV
For free surface flow: - + v + = 0at 8 g as (2.1)

-a + va- + g = g(i - Jf).at 19s 1s

aH aH a2 aV
For pressurized flow: + v + -= O

at VOs g Os (2.2)
Ov Ov OH
-- +v- + g- = g(i - J1 ).t 8s Os

s and t are the space and the time dimension, respectively; g is the gravitational

acceleration; i is the pipe inclination and J is a term representing the frictional

losses of energy. For situations with free surface flow, h is the pressure head averaged

over the depth of fluid in the pipe and c is the gravity wave speed,which can be

calculated as:

19



C = gAp (2.3)
T'

in which AP is the cross-sectional area of flow and T is the width of the free water

surface. In the pressurized flow equations, H corresponds to water pressure head and

a is the the acoustic wave speed, the distance travelled per unit time by an acoustic

wave as it propagates through the pipe [59]. The expression of a is

a =V (2.4)
+do - dj)'

in which w is the unit weight of water, E is the Young's Modulas of the pipe material

and some typical values can be seen in Appendix A, do is the pipe outside diameter,

d, is the pipe inside diameter, and K is the bulk modulus of water. The elasticity of

the pipe wall has a significant effect on the wave speed, but air or gas bubbles have

more severe effects. If there is no air trapped in the water, a ~ 1400m/s. When the

volumetric air content is 1%, a ~ 122m/s - 181m/s [46, 82]. Further calculations

can be checked in Appendix A.

2.2 Numerical Methods for Hyperbolic Partial Dif-

ferential Equations

The standard approach to solve hyperbolic partial differential equations (PDEs) com-

putationally is to discretize the continuous differential equations into discrete alge-

braic difference equations. Currently, there are three main discretization methods:

finite difference method, finite element method and finite volume method.

20



2.2.1 Finite Difference Method

The finite difference method (FDM) uses difference equations to approach differential

equations, and its basis is Taylor's expansion [26]:

f'(x) f (2) (xO) 2
f(xo + dx) = f(xo)+ dx + (dx)2

1! 2! (2.5)
f(n) (x)

... n+ (dx)"' + R, (x),

in which n! is the factorial of n and R,(x) is a reminder term satisfying lim, Rn(x) =

0. Selecting n = 1, Equation 2.5 can be rearranged as:

, f(xo + dx) - f(xo) - R1(x) f(xo + dx) - f(xo)
f(xo) = d x(2.6)

dx dx

By discretizing the computational domain into finite grid cells and represent each

grid with a point, Equation 2.6 can be used to approximate the differential equations

with the difference between points. The concept of FDM is intuitive, and coding it is

simple. However, it is difficult to use FDM in complex situations such as complicated

geometries [26]. In addition, imposing different boundary conditions for FDM is also

a challenge [781.

2.2.2 Finite Element Method

The finite element method (FEM) is a numerical solver usually used in areas such as

structural analysis and heat transfer [351. FEM divides the continuous region into a

series of discrete parts termed as finite elements, and algebraic equations are formed

in these small elements to approximate the original differential equations. Since these

elements are connected by nodes, the algebraic equations for different elements can

be assembled into an equation set to be solved [511. For specific areas, FEM can

increase the mesh density in those areas to get more accurate results [351.

By using finite elements, FEM is capable of taking different material properties and

various boundary conditions into consideration easily [51]. Moreover, it is able to
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model complex geometries with a good mesh generator [51]. However, the mesh gen-

eration is a hidden process completed by the computer with certain rules specified by

the modeler, and a complex mesh can make FEM computationally expensive [51].

2.2.3 Finite Volume Method

The finite volume method (FVM) is similar to FDM, which divides the computational

domain into discrete grid cells. However, instead of using points to represent each

grid, FVM treats each grid cell as a control volume and calculates the integrals of

differential equations on the control volume to get algebraic equations [76]. FVM is

becoming increasingly attractive in computational fluid dynamics since conservation

laws are automatically satisfied in each control volume and are thus satisfied on the

whole computational domain, which can only be achieved with fine grids in either

FDM or FEM [33].

2.2.4 Convergence Criterion

When FDM and FVM are used to solve hyperbolic partial differential equations, the

necessary condition for convergence, the Courant-Friedrichs-Lewy (CFL) condition,

should be satisfied [38]. Particularly, in 1D case, CFL can be described as:

C - Ax <Cmax7 (2.7)

in which Ax and At are the interval of space and time discretizations, respectively.

u is the velocity and Cmax is a constant restricting the ratio. For 1D Saint-Venant

equations, u = Iv + al, in which v is the water flow velocity and a is the wave speed.

Equation 2.7 means that to achieve convergence, the distance that the pressurized

wave travels in a time period At should be less than a certain ratio, Cmax, of the grid

size Ax.
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2.3 Techniques for ID Saint-Venant Equations

Based on the three numerical methods mentioned above, there are a variety of tech-

niques used to solve ID Saint-Venant equations. The four principle techniques are

summarized in the following sections.

2.3.1 Method of Characteristics

The method of characteristics (MOC) is a classical mathematical method to solve

1D Saint-Venant equations[63]. MOC first calculates the characteristic lines and

then uses them to degrade Equation 2.1 and 2.2 into a series of ordinary differential

equations. If both initial conditions and boundary conditions are given, the equations

can be solved along the integral of characteristic lines using a fixed mesh method.

t

Punknown

R
L

Figure 2-1: The illustration of MOC [621

Figure 2-1 illustrates necessary elements in the MOC: s and t are the space and time

dimension, respectively; L and R are known grid points and P is the grid point to

be calculated. Two curves, A+ and A-, are characteristic lines. For example, the

characteristic lines and characteristic equations for free surface flow in a rectangular

open channel can be written as:

ds

dt V(2.8)
dv gdh

i -=g(i -- J).
dt h dt

ds/dt is the gradient of characteristic lines and dv/dt describes how the velocity

changes with time. The MOC is a popular method that has been used for over fifty

years. It can be found in many textbooks introducing computational fluid mechanics
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[47, 62, 71]. However, Cunge (1985) mentions that this method is not applicable to

large-scale simulations considering its "numerical instability, programming difficulty

and extensive demand of computation capacity" [451. Generally speaking, the MOC

is more suitable for irregular grids due to its flexibility rather than its robustness.

Moreover, it is not able to handle situations where free surface and pressurized flows

coexist in the same channel.

2.3.2 Shock Capturing Method

The shock capturing method, also known as the interface-tracking method, is an

algorithm based on the MOC that is designed to solve transient flow problems [25].

The core idea is to track the movement and locations of the open channel-pressurized

flow interface, which separates the fluid into free surface and pressurized flow regimes.

The free surface flow is then solved with the MOC and the pressurized flow is solved

with the rigid column approach, which ignores the fluid compressibility and pipe wall

elasticity. In the rigid column approach, additional pressures caused by water hammer

are calculated by Newton's second law as

dv
F = ma = pAL d (2.9)

in which p is the fluid density; A and L is the water column area and length, re-

spectively; dv/dt is the time variation of fluid velocity. For the interface, the model

assumes a discontinuity since the gravity wave speed, c, in Equation 2.3 is approach-

ing infinity as the free surface approaches the pipe crown, and a set of mass and

momentum equations are established with smaller grids, and specific boundary con-

ditions are also proposed for this zone. This method has some intrinsic limitations

such as the requirement for a initial formulation of the open channel-pressurized in-

terface when the pipe is totally empty [79].

Other researchers conducted further research in this field and proposed a "full dy-

namic" model [55]. instead of filling pipes gradually, this improved model assumes
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that the transition from free surface flow to pressurized flow is a fast process creating

waves and water hammer effects in a very short time. This phenomenon must be

dynamically tracked at each time step. Meanwhile, the complex interaction of shock

waves with other elements, such as junctions and reservoirs, is simplified by assign-

ing different boundary conditions. The full dynamic model can address most of the

weaknesses that the original shock capturing model has. Nevertheless, it is not widely

used since this model assumes that transient flow only exists when water is filling the

pipes. This underlying assumption simplifies the problem and decreases the number

of equations that must be solved, but it ignores the fact that the transient phase can

occur in many situations [79].

2.3.3 Preissmann Slot Model

It can be seen that Equations 2.1 and 2.2 are very similar to each other. Based

on this observation, Preissmann [61 suggested combining the two sets of equation by

adding a virtual slot to the pipes, as shown in Figure 2-2. Using these assumptions,

the free surface flow equation is also applicable to the pressurized flow, whose shock

wave speed is represented by the slot width, T. The Preissmann slot model (PSM)

converts the two-equation transient flow problem into a single-equation set for open

channel flow problem, and has been widely adopted by engineers and researchers due

to its simplicity. Cunge and Wegner [601 applied PSM in numerical computation

with finite difference method and proposed a "Preissmann-Cunger-Wegner" model.

Moreover, PSM is used in the Storm Water Management Model (SWMM), software

developed by US Environmental Protection Agency (EPA) and widely used worldwide

[34, 10, 23, 111.

In contrast to the shock capturing method, the PSM does not need any initial calcula-

tions or prior assumptions. Moreover, the single equation set also simplifies numerical

solutions. However, it should also be noticed that the PSM has some drawbacks in-

cluding an inability to simulate negative pressures in pipes and air pockets trapped

in pipes.
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Figure 2-2: Preissmann slot model

The key parameter in the Preissmann slot method is the width of the virtual slot,

which is related to the water wave speed, a. It is found that a large wave speed can

lead to instabilities, but an artificially low wave speed is not consistent with physics

and adds too much virtual water volume in pipes (stored in the slot). In reality, wa-

ter has an acoustic velocity of approximately 1450m/s, if constrained in pressurized

pipes [16]. For the PSM, the wave speed is related to the volume errors in the system.

For a certain pressure head and pipe diameter (typically D ( 1m), the relationship

between wave speed and volume error can be plotted in Figure 2-3, in which H means

the pressure head in the pipe. It can be seen that when a > 100m/s, the volume

error of the pipe system is less than 1%. This provides a reasonable a value.

It should be noted that a small value for a value does not have serious impacts on

the simulation for a single pipe, thus many algorithms and simulations can still use

a small a to match experimental results [7]. But this choice is not reasonable when

simulating a pipe network since the transient pressure is directly proportional to the

wave speed. This model is capable of assigning a = 200m/s without harming the

stability of numerical results, and it is more realistic considering the air trapped in

the intermittent water supply systems.
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Figure 2-3: Relationship between pipe volume error and wave velocity using Preiss-
mann slot approximation

2.3.4 Two Component Analysis

The Two component analysis (TPA) method was developed to address inabilities of

simulating negative pressures within pipes [72, 77]. Although the PSM forces water to

be in the narrow slot when pressurized, it is still possible that water drops below the

pipe crown but still keeps pressurized if no ventilation is provided. The key difference

can be explained in the following equation shared by both the PSM and the TPA

method:

A - At =TH.I0t, (2.10)

A - At gHs(0 .
A~ a2 (2.11)A, a2>

A is the cross-sectional area of water, At is the cross-sectional area of the pipe in the

PSM, and Ap is the cross-sectional area of the original circular pipe without the slot.

Since there is a slot connected at the top of the pipe, At is slightly smaller than Ap.

T, is the slot width in the PSM (shown in Fig 2-2), and Hs10t is the pressure head cal-

culated from the water in the slot. In the PSM, when the pipe is pressurized, A ;> A,
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is always true, which means that Hl10 t > 0. In the TPA method, H10 t is allowed to be

less than 0 in order to account for negative pressures. Therefore, when the transition

from A > AP to A ; AP happens, the flow regime can either remain pressurized but

maintain the negative pressure in the pipe, or change from the pressurized to an open

channel flow regime. The latter will occur if there is ventilation along the pipe [77].

The TPA method has become increasingly popular in recent years since it can model

negative pressures, but involves an increase in model complexity compared to the

PSM. In addition, the TPA method still cannot take air into consideration [72].

2.4 Available Software

This section compares and contrasts some of the existing software programs for mod-

eling hydraulics of pipe networks.

1) EPANET

EPANET is a software package developed by US EPA. It is a pressure driven demand

model that can perform extended-period simulations of hydraulic and water-quality

behavior within pressurized pipe networks [58]. EPANET has been applied to help

design the water supply systems worldwide [57], It uses link-node representation of

the whole network. Generally speaking, for each step, EPANET calculates the pres-

sure at each node based on the major and minor loss of energy calculated from the

previous time step, and then uses the pressures at nodes to determine the flux in

the links [58]. However, EPANET can only be used in the steady state analysis of

pressurized pipes.

2) Storm Water Management Model

The Storm Water Management Model (SWMM) was also developed by US EPA. It

is usually used to assist the design and analysis of stormwater runoff combined with

drainage systems in urban areas [23]. It uses the PSM with a finite difference method
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to solve the 1D Saint-Venant equations, and it also uses the link-node representation

of the network similar to EPANET. Each time step is divided into two half steps.

For the first half step, the flow rates in the links are decided based on the preceding

pressures at nodes at first, and the node pressures are then calculated with the aver-

age value of the preceding and current half-step flow rates. For the second half step,

the flow rates in the links is decided based on the half-step node pressures, and node

pressures are then calculated with the average value of the preceding and current

full-step flow rates [23]. SWMM is only designed for pipe networks, and there is no

spatial discretization within the pipes between nodes. Therefore, it cannot model the

dynamics of water waves in single pipes

3) Illinois Transient Model (ITM)

The llinois Transient Model (ITM) was developed by Leon at the University of Illinois

[14]. The most updated version solves the ID Saint-Venant equations with shock cap-

turing method and finite volume method. It is designed for modeling the hydraulic

dynamics of water waves in single pipes, but the largest-scale pipe network published

from this model has less than 20 pipes, and the computational inefficiency prevents

its further application in large-scale networks.

The restrictions of these models prevent them from being used in modeling IWS

systems, and their source codes are not readily amendable for further improvements.

To address these limitations, Lieb [43] built an open source prototype program that

is designed for single pipes and can be scaled to large networks efficiently. To illus-

trate these models' abilities to solve transient flow problems in different situations,

a comparison among these programs are listed in Table 2.1 except EPANET, which

can only be used in steady state analysis.
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Table 2.1: Comparison among different softwares modeling the
networks

transient flow in pipe

Software |j SWMM ITM Lieb's model

Dry pipes / / X
Two-pipe junctions V$
Three-pipe junctions (mass conser-
vation)
Three-pipe junctions (momentum / / X
conservation)
Three-pipe junctions (energy con- /* /* X
servation)
Looped network / / X
Water hammer effects X V /
Subatmospheric pressure X / X
Air pockets X X X
Numerical Oscillation / / X
Short simulation time V/ X /
Friendly user interface / / X
Readily amendable X X /

* requires manual calibration

2.5 Summary

Three numerical methods have been widely used for solving hyperbolic PDEs. For

pipe networks, the fluid dynamics are represented by 1-D Saint Venant equations

that can be solved by one of four methods: The MOC, shock capturing method,

PSM and TPA. The MOC is flexible, but it is not able to solve for situations when

open channel and pressurized regime coexist in the same pipe. The shock capturing

method addresses the coexistence problem, but has intrinsic weaknesses when dealing

with dry pipes. The PSM and the TPA method introduce a virtual slot and simplify

the solutions to the transient flow equations, and PSM has already been successfully

applied in SWMM, the commercial software built by US EPA.

In addition, the comparison among different softwares shows that there are no existing

tools available to model the large-scale IWS systems both accurately and efficiently.

Since Lieb's prototype program has the potential to model single pipes accurately and
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large-scale networks efficiently, and we can have access to and modify the source code,

further development based on this model is implemented to improve its applicability

and accuracy. These contents are introduced in the following chapters.
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Chapter 3

Methodology

This research builds on open source software that was developed by Lieb 143] in

her recent PhD thesis. We have conducted a detailed investigation of this software

and discovered a number of limitations that affect its applications for pipe networks.

This chapter summarizes the proposed solutions and flow algorithms that have been

implemented for 1) situations with dry pipes; and 2) modeling three-pipe junctions.

3.1 Conservation Form

The object of study in this model is a network with circular water pipes. Assuming

incompressible fluid, the model uses the PSM to convert Equations 2.1 and 2.2 to a

single equation set:

Oh Ah c2 OV
+ V + = 0, (3.1a)at as g 0s

Dv Dv Dh
t+ v +g =g(i-J), (3.1b)at as as

= r (3.1)
For free surface flow:c = , (3.1c)

For pressurized flow:c = A (3.1d)

in which T is the width of the free water surface and Ts is the preselected slot width.

When the water is in the slot, it means that the pipe is actually pressurized. Since the
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finite volume method uses integrals on mesh grids instead of discrete points, Lieb[43]

rewrites Equation 3.1 in the following form to assist in subsequent calculations [761:

(3.2)

L is the total length of a pipe, T is the simulation time and q, F, S are

A Q 0
q Q IQ2+ gI ( A)j S

Q is the flux, A is the cross-sectional area of water and I (A) is given by

h(A)
I (A) = A (h (A) - 1 = (h (A) - z) l (z) dz.

As Figure 3-1 shows, 9 is the centroid height of the water, h (A) is the water depth as

well as a function of the cross-sectional area of water, z is the variable of integration

representing a certain water depth and 1 (z) is the pipe width at the depth z.

0: center of the circle

TS C: centroid of the water

\ 0---- h- A-

Figure 3-1: Preissmann slot model parameter definition

Since it is difficult to calculate integrals directly in the program, explicit formulas are

used to get approximate values. Using At to denote the cross-sectional area of the

pipe under the slot, there are two situations:
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qt + (F (q)), = S, S E (0, L) , t E (0, T) .



1) If A < At, the water is below the slot,

I (A) =- [(3D2 - 4Dh (A) + 4h (A) 2 ) h (A) (D - h (A))12

h (A) -(3.5)
-3D 2 (D - 2h (A)) arctan D h(A)

D h -(A)]

2) If A ; At, the water is in the slot,

I (A) = Ap Hslot + , (3.6)

where D is the diameter of the pipe. As Equation 2.10 illustrates, AP is the cross-

sectional area of the original circular pipe without the slot, Hlg is the pressure head

calculated from the water in the slot.

At = (a - sin(a)),
8 2t(3.7)

in which a = 2 arccos (1 D

where yt is the transition height shown in Figure 3-1. Thus the average static pressure,

p, on the whole cross-section can be expressed as

1( A) (3.8)
p~gA

where p is the fluid density. So the pressure head H is

H = p (3.9)
p9

The term S (Equation 3.3) includes the friction loss and changes in potential energy:

S = (So - Sf) gA, (3.10)

in which So is the pipe inclination and Sf is a term accounting for the friction loss,
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the friction loss is empirically calculated by

_j Mr2QIQI
A 2Rh (A) 4/3

M, is the Manning coefficient which depends on pipe materials, and some typical

values are shown in Table 3.1.

Table 3.1: Manning coefficient for some materials [40]

Material Mr

Brass 0.011
Cast iron, new 0.012
Steel, riveted 0.019

Corrugated metal 0.022
Glass 0.010

Plastic 0.009

Rh is the hydraulic radius and its formula can be written as

A
Rh = - (3.12)

x

where X is the wetted perimeter. For circular pipes, Rh= D/4.

3.2 Numerical Schema Using Finite Volume Method

The numerical algorithm in the model with FVM is discussed in the following sections.

3.2.1 Algorithm for a Single Pipe

As shown in Figure 3-2, a single pipe, j, with the length, Lj, can be represented by a

line and composing Nj uniform elements with grid length, dxj. For grid, i, the center

coordinate is (i - -)dxj and the boundary coordinates are (i - j )dxj. Lieb uses

two ghost cells to represent boundary conditions [43]. They are depicted as dashed

lines and numbered with 0 and Nj + 1 in Figure 3-2.
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dxj

0 1 2 3

0

i-1 i i+1 ... N3 -1N Nj+1

Figure 3-2: Grid discretization of a single pipe j

In this section, since all analyses are illustrated for a single pipe, we drop the subscript

j. Our goal is to numerically calculate q?, the cross-sectional area of water and the

flux, in Equation 3.2 for each grid i and every time step n. The solution is composed

of two steps. In the first step, we ignore the S term temporarily and convert Equation

3.2 into a homogeneous equation:

qt + (F (q)) 8 = 0, S E (0, L) , t C (0, T) , (3.13)

By integrating Equation 3.13 on

system can be rewritten as:

the computational cell, i, and the time step, n, the

Ec n n dxEc(q) = qz - (F>- F>),

in which

1 X+
q = -- q(x, t)dx

z dx f 
)Fn tl F (q (X k1 dt

F I

(3.14)

F

- + i - i+1

Figure 3-3: Numerical flux F in and out of grid i

As Figure 3-3 shows, F' i are the time-averaged fluxes at the grid boundaries over a

certain time step, and their approximations are termed as numerical fluxes [271. Lieb

[43] chooses Harten-Lax-van Leer(HLL) solver to approximate the actual F value
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[33]:

FL = F (qL) if SL > 0(

Fi+ = F S = sRFL-SLFR+SRSL(qg-qL) if SL 0 R, (3.15)2 F~ SR-SL

FR = F(qR) if SR <0.

in Equation 3.15, L and R are abbreviations of left and right, respectively. Hence,

qR and qL refer to the left and right grids of a certain grid boundary:

((q2 ,qi+) at i + ((qL, qR) = 27(3.16)
(q 1, q) at i -

When we have a inclined pipe and inflow from one end, it is possible that some parts

are wet while the others are still dry. The dry pipe can cause problems since when

A = 0 occurs in Equation 3.11, Sf calculation is meaningless (division by zero) and the

interface between wet and dry grid can lead to non-existent waves [77]. This problem is

not well solved by Lieb, and we adopt the volume-free-surface reconstruction (VFR)

method proposed by Begnudelli and Sanders [18, 19] to address it. The core idea

is that when the slope exists, there are two different behaviors depending on flow

conditions: If water flows steadily in a uniform cross-section, it keeps a constant

depth to conserve mass; if water is static, it keeps a constant free surface to conserve

energy. A ratio s is used to determine which condition is true at a certain time [19]

S f- (3.17)
So A2Rh (A)4 /3 I (.7

in which zo means the invert elevation of the grid boundary and thus dzO,j = ZOi -

Zoi-. A certain grid is regarded as wet when its s is larger than a critical value, s*

[77]. After the condition is determined, VFR method reconstructs the water depth

at two neighboring grids as:
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Ahi = (3.18a)
S [1 + cos(g)], if s < s*

hreconstructed = hL +1 AhL (318b) (3.18)
hL2

h rec"structed = hR + AhR. (3.18c)
R 2

L and R are abbreviations of left and right, respectively. The reconstructed depth is

then used to calculate the cross-sectional area of the water in that grid:

AL = A (hreconstructed) =A hL + 1 AhL
/ (3.19)

A = A (h rec0structed) = A hR - AhR).

Moreover, for stability issues, we define a minimum restriction, denoted by Abase, on

A. When A in a certain grid is smaller than this value, we will treat the grid as dry

bed. Here we set Abase = 10 5 and a critical value check is performed:

if AL <Abase =* AL = A(hL);

if AR < Abase = AR= A(hR); (3.20)

if AL and AR < Abase FL+R 0.
2

Equation 3.20 means that if the reconstructed water depth in a certain grid causes

the water cross-sectional area in that grid to be less than the critical value Abase, the

VFR method should not be used for the grid; if the left and right state of a certain

grid boundary are both dry grids, then there is no numerical flux at that boundary.

Furthermore, for stability issues, when we find the EC(A) is less than Abase, A is

recalculated as

new m Ec (Amax(l,il-)) + Ec (Amin(N,i+1))Ec (A) 2 ,Abase . (3.21)
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And when Equation 3.21 is triggered, Q is also reevaluated as

Enew(Q,) m { Ec (Q m a(1,i-1)) + Ec (Qmin(N,i+1)) , Ec(Qi)
2

For the other parameters in Equation 3.15, SL and SR refer to shock speeds.

these two variables can be calculated as

SL = UL - QL,

SR ~ UR + QR,

in which ui is the flow velocity in grid i, and ui = Qj/Aj. Q is calculated as

(
/g1I Ai)-g(1kA))A* if

j -V (k-A*)A, 'i

c (Aj) if

in which c (Al) = g

c(Ai) is the

in Equation

arising from

A* > Ai + E,

A*,<,; Ai + c,

(3.24a)

(3.24b)
(3.24)

gravity wave speed in grid i, and l(A) has been previously explained

3.4 [64]. In Equation 3.24a, a tiny difference between A, and Aj, e.g.

computer precision, can cause the radicand to be negative.

In order to avoid this condition, a tolerance of E = 10 8 is used here [431. Lieb

[43] also states that E has very little effect on the computation. For A., a center state

variable at the grid boundary used to help calculate Q in Equation 3.24, Leon pro-

posed a linearization method, depth-positive condition method and two-rarefaction

wave approximation method to determine its value [64], and Lieb [431 uses the lin-

earization method in the code. However, according to Malekpour and Karney [20],

when these methods are applied, serious numerical oscillations can occur in the PSM

when there is a transition from the free surface to pressurized regimes, not only be-

cause the numerical solution is not as accurate as analytical solution, but also because

the sudden change from gravity wave speed to pressurized pipe acoustic wave speed
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cannot be represented in these methods. Therefore, we adopt the method proposed

by Malekpour and Karney [201 to replace Lieb's choice [43] for the purpose of sup-

pressing these oscillations. Equation 3.24 is only used when the water is below the

slot, and A, is calculated with an empirical method:

A* = Ka max {Ai-Ns, Ai-Ns+1, -.-, Ai+Ns 1, (3.25)

where Ka and NS are dimensionless empirical values that should satisfy the following

restrictions [201:

1.0 ( Ka < 1.6 (3.26)

Ns ;; 6

We run considerable numerical simulations with different Ka and NS to check the

severity of numerical oscillations and calibrate these two parameters as

Ka = 1.11,Ns = 6 (3.27)

Malekpour and Karney [201 also states that when the water is in the slot, Equation

3.24 is replaced with

Qj = a, (3.28)

in which a is the wave speed.

After getting qn from Equation 3.13, we can now take the vector S into consid-

eration. According to Equation 3.2 and 3.3, since the first element of the vector S

is 0, only the second element of q, the flux Q, is influenced by S. Lieb [43] uses the

second-order Runge-Kutta discretization method [411 to update the Q value:

dt
ES (Qn) =Qn+ dtS(q+- S (q . (3.29)

Capart et al. [841 propose that the vector S should also be updated in accordance

with the transition between dry and wet conditions, so So is further modified and
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adapted for the Preissmann slot:

(O dx 11(i+2 Ah)-I(i-2 -h (3.30)
in which Ahi = -dzo,i.

Similar to Equation 3.20, we check that if either one of hi 1Ahi is smaller than the

hbase corresponding to Abase, then the modification of So in Equation 3.30 should be

dropped, and (So)i = -dzo,i/dxi is used instead.

Therefore, by combing 3.14 and 3.29, a complete update formula for q'2 can be written

as

E (qn) = Es (Ec (q')). (3.31)

Furthermore, the discretization method used to approach Continuous differential equa-

tions can cause the continuous medium (e.g. fluid) to perform a higher diffusivity,

known as the numerical diffusion phenomenon [76]. Hence, Lieb [43] uses an explicit

third-order Runge-Kutta total variation diminishing (TVD) scheme [22] to decrease

numerical diffusions and capture sharper shock predictions:

n+1 3 1
q. 4= qn+ -E(qn),

4~ 4
n+! 1 n 2 n+1

qq 3q+ E yqi , (3.32)

qn+1 ql+I

3.2.2 Algorithm for Single Pipe Boundary Conditions

Boundary conditions are crucial to the whole hydraulic model. It can be seen in

Figure 3-2 that in this model, boundary conditions are specified using ghost grids at

both ends of a pipe, indexed as grid 0 and grid N + 1 [43]. According to previous

discussions, it is easy to understand that boundary conditions are used to set q val-

ues in ghost grids to calculate the numerical flux from the ghost grid, 0, to the first

interior grid and from the last interior grid to the ghost grid, N+1. That is, Fg and
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FN+ are determined by the boundary values.

Whatever the boundary condition is, we always need to have both A, the cross-

sectional area of water, and Q, the flux, values in the ghost grid to get the numerical

flux F. Generally, the model classifies boundary conditions into four categories [76J.

The majority of boundary conditions' specifications and calculations are based on

Lieb's analysis[43], and we make some corrections for improvement.

1) Free Flow

Free flow means that all the water can flow out of the pipe without any restrictions.

Mathematically, this is expressed by:

Qext Qast (3)

Aext = Alast.

The subscript ext refers to the external ghost grid, and subscript last refers to the

closest interior grid. This condition represents the situation that water flows out of

the open channels.

2) Reflection Flow

Reflection flow condition occurs when water is reflected at the end of the pipe due to

a closed valve. The mathematical formula is

ext =-: - Q iast,
(3.34)

Aext = Alast.

This condition also represents the situation when there are dead end pipe links or

when valves are closed within the pipe network.

43



3) Orifice Flow

Orifice flow occurs when water flows out from a pressurized pipe. There are many

formulas to calculate the flux. Lieb [43] uses

Qext = 0.78A(T) V2g (h(Aast) - 0.83T), (3.35)

where r is the orifice opening and T ; pipe diameter [7]. This boundary condition

can simulate conditions of actual demand at the end of a pipe.

4) Specified Qext(t)

When we only have Qext(t), then Aext(t) should be decided accordingly. To calculate

Aext(t), Lieb [43] proposes to check a compatibility equation arising from Riemann

invariant [39], a mathematical transformation that can make conservation equations

easier to be solved:

k # (A A"t) = lQast kp( Anat
(ext - (itst (3.36)

O( A) = dA,

in which c is the wave velocity, n means a certain time step. If we can recursively

find An that makes the above equality true, then the root An is what we need for

this step. Otherwise, we assume that when a boundary influx is specified, enough

pressure is provided to fill the inflow area, so we set An as

An = max (At, A' t). (3.37)

This boundary condition applies when the pipe is connected with a water tower or a

booster pump.

3.2.3 Algorithm for Junctions

Junctions are crucial for simulating pipe network, and can be classified according to

the number of pipes connected together. Junctions in most pipe networks are two or
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three-pipe junctions:

1) Two-Pipe Junctions

A two-pipe junction is treated as an ordinary connection unit if there are no valves

or elevation differences available. Note that elevation differences occur extensively in

sewer networks, but not in water distribution systems. When water flows through

this type of junction, it is assumed that the pressure head is unchanged. To provide a

mathematical explanation, related variables are introduced in Figure 3-4. Two grids,

one is the last grid and the other is the ghost grid of a pipe, are shown for two

connected pipes, pipe 0 and pipe 1, respectively. In addition, the boundary numerical

fluxes for these two pipes are denoted as FO and Fo .

Fb0 undas boundary

pipe 0 pi 21

Figure 3-4: Two-pipe junction geometry and related variables

When the model encounters a two-pipe junction with this geometry, it performs a

two-step operation. Firstly, it will assume that the water height h(A?,,) = h (Ajat).

That is, the model calculates the water height in the last grid of pipe 1 and then

assigns this height to the ghost grid of pipe, 0. Also, Lieb [431 set Q%2 = Qtast for the

mass balance. These are presented as step 1 in Figure 3-4. Then Fiounday (q?ast, q2xt)

are calculated, whose value is further assigned to Flounday. This assignment is called

step 2. The two arrows show the assignment directions.

2) Three-Pipe Junctions

A three-pipe junction is a complex domain where turbulence happens. Although there

are many types of junctions, such as T junctions, Y junctions and so on, T junctions
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are most commonly encountered in real pipe networks. Traditionally, local loss coeffi-

cients measured from lab-scale experiments are used to calculate the flow distribution

in junctions. However, this method only applies to steady-state flow distributions.

When it comes to transient flow situation, there is no acknowledged method.

The majority of recent research focused on the gas-liquid two-phase dividing flow

through T junctions[70, 28, 37] and these results, though interesting and impressive,

cannot provide meaningful references for the current research since PSM cannot take

air into consideration. Leon et al. [65] propose a junction algorithm for the drop-shaft

in sewer networks. The algorithm uses mass conservation and y-momentum balance

equations in the junction, but it does not have ghost grids to serve as boundaries and

thus cannot be embedded in Lieb's code. Lieb [43] suggests splitting each connected

pipe into two uniform half pipes from the conduit axis, so the three-pipe junction is

divided into three two-pipe junctions, each one of which is composed of two half pipes.

Then the two-pipe junction algorithm is applied here three times. However, this algo-

rithm fails to conserve energy across the three-pipe junction. Therefore, we propose

to solve the junction problem by setting up basic physical conservation equations.

y

A(A2, Q2)

I Q X

V2

L nn

Figure 3-5: T junction geometry and related variables

A basic T junction geometry is shown in Figure 3-5, with three pipe connected. In-

stead of assigning three different ghost cells for each connected pipe, we propose to
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define a shared ghost grid (the area within red dashed square) to represent the junc-

tion, whose parameters include Aj L and Q Moreover, we set L

equal to the grid size of pipe 0 .

Three circled numbers refer to different boundaries between the junction grid and

pipe grid. If we define positive directions with the coordinate system shown in Figure

3-5, then related variables defined on these boundaries are shown in Table 3.2.

Table 3.2: Variables defined on junction grid boundaries

Boundary Flux Flow Area Normal Vector n Pressure

Qo AO (0,-1) p (Ao)

O1 A1  (0, 1) p (A 1 )

Q2 A 2 (1,0) p (A 2 )

To get F in and out of this junction, Ajun, QjX. andQj'un

three unknown variable can be solved by equations that

mass, momentum and energy. The mass balance equation

expressed as:

need to be solved. These

consider conservation of

for transient flow can be

_(pat ,L_ ) = PQo - P(Q1 + Q2).at
(3.38)

Momentum balance equation along the x axis for transient flow can be expressed as:

(3.39)
- vpdV+ vpvndA ZFcv,
ai JC c s

where CV is the abbreviation of "control volume" and CS is the abbreviation of

"control surface".

n is the outward normal vector of control surface, v is the fluid velocity and Fcv

is the external resultant force applied on the control volume. By taking expressions

from Table 3.2, the specific form of Equation 3.39 can be written as
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&(p AunLjun) = p (Ao) Ao - p (A,) A1
Q2  Q2  (3.40)

+P - - pQ 2v2
Ao A1

Note that v' refers to the axial velocity in pipe 2, and can be decomposed as:

fVX jn i~Q~ + /
3
b QY (3.41)

Here &3 and /b are "pressure regain coefficients" [171. This term is introduced to

represent the momentum exchange between the main pipe and branch pipe, and it

was initially proposed by Bajura [171 as vx = 3vo. We modify the original expression

here to make the algorithm independent of the flow type and direction. That is, it is

applicable to both dividing flows and combining flows from either side.

The third equation is the energy conservation equation. This is derived from Reynold's

Transport Theorem:

+ f petdV + pet (v - v) ndA - qndA + j rvdA, (3.42)
dt CV c s c s c s

12
et =e+ v2+ gzO,2

e = cvTm.

Here et is the total energy per unit volume of fluid, e is the internal energy propor-

tional to the temperature, Tm, v, is the velocity of the moving control surfaces, q

is the heating rate into the control volume through control surfaces and 0- is the en-

vironmental pressure on control surfaces. Generally speaking, Equation 3.42 means

that the sum of total energy change in the control volume (first term lefthand side of

Equation 3.42) and the total energy flows in and out (second term lefthand side of

Equation 3.42) is equal to the sum of the heating from the environment (first term

righthand side of Equation 3.42) and the work done by the environment on the fluid

(second term righthand side of Equation 3.42). Considering the specific situation we
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face at the junction grid, each term can be specified in Table 3.3. Note that here we

should consider the grid as a three-dimensional one.

Table 3.3: Decomposition of terms in energy equation

et vn ven qn 0TV

CS: +gjo 0 0 p(Ao)1

CS:( (Q)1 0 0 -p(A,)

CS + g2 Q 0 0 -p(A 2 )Q

CS :water surface(ws) _o + gh (Adh(,) 0 dh(A") 0 0(A2 ~ 0 dt

CS :wetted area (wa) et,wa 0 0 0 (TviscousVjun

CV :junction (jun) 1 + Yun - - - -

1) CS and CV are the abbreviation of control surface and control volume, respectively;

2) 9 is the centroid of fluid, and it can be calculated from Equation 3.4 as Pk = h(Ak) -

I(Ak)/Ak;

3) vjun is the total velocity in the junction grid. When all pipes are the same size, v. =
(QJX.n)2+(Qjy.)2.

Avun 

u

4) For CS :water surface, when the junction grid is pressurized, vcn = 0.

The energy terms on the wetted area are often referred to as local loss, and they

are difficult to calculate. All the other terms we list are averaged values over the

whole control surface or control volume, thus integrals can be calculated directly. For

example,

C petdV = pet f dV = petV.

Therefore, the energy conservation can be simplified as

dE- - -

= E( + E@ + E' + Ew + Ewa, (3.43)
dt + 0 w+E a

in which

Ejun = pg Aj L (M 2gA2+
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E = PgQo 2gA2 + H(Ao)+ go

-pgQ1 2gA

2gA

-- pgLjun d (!

+ H(A1 ) +

+ H(A 2) + 92 )

+h(Ajun) )

Ewa = local loss.

By putting the local loss term in the control volume, we can use the explicit forward

method to discretize the three equations:

An -An-
jufl JunLjn dt = - (Q"- 1 + Qn~1 )

Q 'n _ Qx,n-1
pLjun Jun dun p (An-I

dt 0pA1

(Qn-1) 2

(Q 1

A "- - p (A -)

n-11

Ajun

Q-1) 2

A"-1 +p A_ 1

_u
1 )

jun/

En -Ej =E + En-i + E ~ +En1
dt ( 0 w'

E =A n Ljun 29 + n~lsjnun [(vn;2g + 9un +O 8S]

A j n-- 2  + q j
Ejn- - A" 'Lj u"" + 7jn jun 2gn jn ,

( n-1 2

A0
= Q 2

An-1 

2

A1

+ H(Aa" 1 ) +"

+ H(A n-)
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A®=-pgQ2

(3.44)

(3.45)

in which

(3.46)

En-1(0) =-Q"-
2g



E n_ = -Q"-1 ( 2 + H(A n 1 ) + 2

A2 -2g (v- 1 2 -

Considering that we always use the velocity head to empirically account for the local

loss at junctions, the local energy loss is expressed as

Loss = km ( + kb Aj ), (3.47)

in which km and kb are two coefficients that need to be calibrated. For the four pa-

rameters, /m, N6, km, kb, introduced in Equation 3.41 and 3.47, we use control variate

method to study the influences of each individual variable, and then tune them to

match the experimental data reported in the literature. For example, for the dividing

flow scenario where water flows into pipe 0 and then flows out from pipe 1 and 2, the

influences of each variable can be described in Table 3.4. Note that the branch flow

ratio is the ratio of the water flows out of the branch pipe to the total inflow.

Table 3.4: Influences of parameters on loss coefficients for the main and branch pipes

Loss coefficient Branch flow ratio 03m T 3b T km T kb T

< 0.5 1 - - -

Kmain
> 0.5 1 II - -

< 0.5 44 4 II I
Kbranch

> 0.5 - 4 - 1'

- means almost no influence;

1 means increase, 4 means decrease;

tT large increase, 44 large decrease.

The tuned parameters are listed in Table 3.5 and the comparison between the exper-

imental data and the simulation results are shown in Figure 3-6. The loss coefficients

for the main pipe and branch pipe are defined respect to the largest velocity head in

the pipe. That is, for the dividing flow, it is defined on the inflow pipe velocity head;
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for the combining flow, it is defined on the outflow pipe velocity head.

Table 3.5: Calibrated parameters for the T junction with equal-sized pipes

Flow Category Flow Direction Om fb km kb

Dividing Flow pipe 0 -> pipe 1, 2 0.9 0.64 2.5 x 10-4 4.2 x 10-1

Dividing Flow pipe 1 -> pipe 0, 2 0.9 0.26 2.5 x 10-4 4.2 x 10-3

Combining Flow pipe 1,2 -> pipe 0 0.5 0.64 2.5 x 10-4 4.2 x 10-3

Combining Flow pipe 0,2 -> pipe 1 0.5 0.64 2.5 x 10-4 4.2 x 10-3

0.0 0.2 0.4 0.6
Branch Flow Ratio

0.8 1.0

- =, - 0.9, P = 0.64, k. - 2.5 x 10-4, ka = 4.2 x 10-3

* (Sharp T) Ito&Imai(1973). Re - 103 - 2 x 105
4 (Sharp T) Maia(1992), Re - 25000

, (Sharp T) Costa at al.(2006). Re - 32000
X (Sharp T) Gardel(1957). Re - 61700

- (Rounded T) ItoemaI(1973) Re - 10 - 2 x 105

* (Rounded T) Maia(1992). Re - 27000
* (Rounded T) Costa et al.(2006), Re - 30000
Y (Rounded T) Gardel(1957), Re = 61700

la) Main loss coefficient (pipe 0 -> pipe 1,2)

0.0 0.2 0.4 0.6
Branch Flow Ratio

0.8 1.0

&p - 0.9, Pb - 0.64, k, - 2.5 x 10-4, kb - 4.2 x 10-3
* (Sharp T) Boldy(1970), Re - 0.75 - 1 x 106

4 (Sharp T) Ito&Imai(1973). Re - 105 - 2 x 103

y (Sharp T) Mala(1992), Re - 25000
x (Sharp T) Costa at al.(2006). Re - 32000
- (Sharp T) Gardel(1957), Re - 61700
* (Rounded T) ItoElmai(1973), Re - 105 - 2 x 105

M (Rounded T) Mala(1992), Re - 27000
Y (Rounded T) Costa at ai.(2006), Re - 30000
-k (Rounded T) Gardel(1957). Re - 61700

1b) Branch loss coefficient (pipe 0 -> pipe 1,2)
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3a) Main loss coefficient (pipe 1,2 -> pipe 0)
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4b) Branch loss coefficient (pipe 0,2 -> pipe 1)

Figure 3-6: Three-pipe junction parameter calibrations, and the experimental data
are collected from previous papers [3, 66, 80, 81, 73, 49, 31, 48, 29, 36]
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It can be seen that the model achieves a good match with the experimental data for

both dividing and combining flows from either side.

Sometimes the branch pipe has a different size from the main pipe. We assume

that the center line of main pipe and the center line of the branch pipe share the

same elevation, which can be seen from Figure 3-8. If the water depth in the junction

is smaller than (Do - D2)/2, then the three-pipe junction is the same as a two-pipe

junction. Moreover, when the water depth in the junction is larger than the elevation

difference, a transitional grid is introduced to incorporate this situation. As Figure

3-7 shows, the grid composed of the black dashed lines has only one variable: A*. Ob-

viously, A* should make the branch pipe 2 has the same water depth as the junction

in the main pipe.

y

ix

X(T2 QiV~

(AoQo): Q(A Q1

L jun

Figure 3-7: T junction with a small branch pipe

main pipe
branch pipe

D2

Figure 3-8: Vertical view of the T junction in Figure 3-7
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Again, we hope that the four parameters that we have calibrated for the T junction

with three equal-sized pipes can be applied here with reasonable modifications to

match the local loss coefficients measured by other researchers. Since the data of the

local loss coefficients for the T junction whose branch pipe has a different size from

the main pipe is very limited from previous papers, only Gardel's empirical equations

of the local loss coefficients and some data from Miller's book are used as the refer-

ences here [4, 30]. The results of {m, /b, kin, kb are presented in Table 3.6.

The comparison between the model's results and the results shown by those pre-

vious research are presented in Figure 3-9. According to Miller's book in 1990, the

loss coefficients of the main pipe in the dividing flow is independent of the branch pipe

size [30]. Our model's results are consistent with this statement and the comparison

graph is almost the same as Figure 3-6a, so it is not repeated here. In addition, we

find that in the dividing flow situation, whether the inflow is from pipe 0 or pipe 1

almost has no influence on the local loss coefficients calculated in this model, and

this phenomenon also happens to the combining flow results. Therefore, our plots

only distinguish the dividing flow from the combining flow, regardless of their flow

directions. Note that the area ratio in Figure 3-9 is calculated as (D2/Do) 2.

Table 3.6: Calibrated parameters for the T junction with equal-sized pipes

Flow Category Flow Direction betam betab km kb

2)21.Dividing Flow pipe 0 -> pipe 1, 0.9 0.64 2.5 x 10-4 0.0042 (

2

L2 2.Dividing Flow pipe 1 -> pipe 0, 0.9 0.26 o2 2.5 x 10 0.0042 (D

2

Combining pipe 1,2 -> pipe 0.5 0.64L 2.5 x 10-4 0.0042D
Do Do

Flow 0

Combining pipe 0,2 -> pipe 0.5 0.642 2.5 x 10-4 0.0042D

Flow 1
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- my result, Area Ratio:0.25

0.0 0.2 0.4 0.6 0.8
Branch Flow Ratio

2b) Branch loss coefficient (combining flow)

Figure 3-9: Comparison between the model's results and the

the T junction whose branch pipe has a different size from the

1.0

previous research for
main pipe [4, 30]

It can be seen that the model's results are able to match Gardel's and Miller's results

to a large extent. Although there are some divergences, it may be explained by the

fact that we do not optimize our four parameters to be very complex expressions. In

fact, only a simple scaling factor is applied to our results in Table 3.5. Moreover, it

is also possible those loss coefficients we used as references from Gardel and Miller

are very limited and thus cannot provide a good benchmark. After all, it can be seen

in Figure 3-6 that the loss coefficients from experiments do have a certain range of

variances. Further analysis shows that for a rusty cast iron (CI) pipe whose length is

200m and whose diameter is 0.3m, the frictional loss coefficient regarding the velocity

head is approximately 160. And even if for a new CI pipe with the same length and

diameter, the frictional loss coefficient can also be as high as 93. Hence, the diver-

gences here are acceptable.

Moreover, when we are trying to solve unknown junction variables using Equation
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3.44, 3.45 and 3.46, there are two special cases:

a. If A3 ,, < 10-8, it is believed that there is no water in the pipe, then we enforce

Aj,, = minI{Ao, A 1, A 2};

b. If (Q,," )2 < 0 happens due to computational accuracy in the process of cal-

culation, we can manually correct it as a tiny value Qj" = Q10- 10 . It also ensures

that QJ,"has the same sign as Q2.

After solving An n, Q,n, Q;,n from the equation set above, it can be seen from Equa-

tion 3.15 that F = f(qL, qR), so here F can be expressed as

Folun- =f(Qo, AO, Qju + Qj , Ajun),

Fjuni= f (Qj,7 Aju, Q1,7 A,), (3.48)

FjunJ2 = f(Qjyu, Ajun, Q2, A2),

where Foijun, Fjun 1, Fjun2 refer to the numerical flux from the last grid of pipe 0

to the junction, the numerical flux from the junction to the first grid of pipe 1 and

the numerical flux from the junction to the first grid of pipe 2, respectively. If the

branch pipe has a different size from the main pipe, we should modify the expression

of FjunJ 2 to be

F junJ2 = f(Qjy, A*, Q2, A 2 ). (3.49)

Furthermore, since a temporary state with three variables Ajun, Qjx, Qj'. is intro-

duced in the three-pipe junction algorithm, another communication mechanism is

developed to enable the pressure wave to travel through the junctions. That is, this

mechanism is utilized to incorporate the coupling effects between the junction and

pipes. Since the pressure wave have influences on the cross-sectional area of the water,

the algorithm uses this signal to trigger the communication mechanism.

Taking the branch pipe as an example, If A 2 > (1 + tol)Aju, for the T junction

with equal-sized pipes or A 2 > (1 + tol)A* for the T junction with small branch pipes

is found during calculations, the inflow area to pipe 2 is set as A 2 and the influx
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is set as a very tiny number. tol is a parameter to describe the allowed tolerance

error. Simulation results show that a too large tol can make the mechanism lose the

ability of communication, while a too small tol can introduce unnecessary oscillations

and instabilities. Therefore, it is empirically set as 5% based on many numerical

simulations. Accordingly, the numerical flux for the branch pipe is calculated as

F 2 = ( 1110, A 2 , Q 2 , A 2 ). (3.50)
1 Q21

The same communication mechanism also applies to the other two pipes.

3.2.4 Overview of the Algorithm Procedure

Section 3.2.3 describes the specific algorithms introduced in the model. The whole

numerical process can be performed in two steps: 1) calculate boundary numerical

fluxes for single pipe junctions (boundary conditions), two-pipe junctions and three-

pipe junctions. 2) For interior grid cells, update their values sequentially with Equa-

tion 3.32 according to their grid and pipe number. Figure 3-10 shows the two-step

process.

3.3 Model Implementation Requirement

The source code is written in C++, and it is embedded in Python with Cython [43].

The input file can be originally exported from the EPANET (.inp file), and this file

is then preprocessed to simplify the settings.

When specifying the input parameters for hydraulic models, we should keep in mind

that the pipe has its own direction, which is specified by the junction indices at each

end. In addition, when building T junctions, it is required in the code that the pipe

indices of three connected pipes should be ordered as: inlet pipe > main run > branch

pipe. The incorrect indices setup can result in wrong results.
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Boundary Conditions Two-Pipe Junction T Junction Algorithm
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F oundary Numerical Flu

Step 2

First Pipe FirstSGrid

Second Pipe First Grid LatGi

Last Pipe First Grid Second

Figure 3-10: Process of the whole model [431

3.4 Summary

This chapter describes the detailed algorithms used in the proposed transient flow

model. It presents the general framework by Lieb [43] at first, and then shows the

treatment of dry pipes and the techniques used to suppress numerical oscillations

that we adopt for improvement [20]. Moreover, the different boundary conditions are

classified into four scenarios and incorporated into the algorithm by Lieb [43]. Further,

the algorithms of two-pipe junctions from Lieb [43] and T junctions developed by the

author, are shown. In addition, we calibrate the T junction algorithm to match the

local loss coefficients from previous experiments. Finally, some modeling tips from
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our hands-on experiences are mentioned to help understand the complete modeling

procedures.
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Chapter 4

Examples of Small-Scale Networks

In this chapter, several examples of small-scale networks are provided to illustrate the

model's applicability and accuracy.

4.1 Dry Pipe Experiment Reproduction

The experiment was conducted by Aureli et al. in 2015, and the detailed description

can be found in their paper68]. Generally, the laboratory setup is shown in Figure

4-1.
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1.0

0.8

0.6

0.4

0.2

0.0

G1 G2 G3

6

G4 G5 G6

10 12

Figure 4-1: Experiment Setup and Initial Conditions of Aureli et al. (2015)

Two solid black lines refer to the pipe invert and crown, the red dashed line is the

initial condition of water depth in pipes, and the six blue dashed lines are locations

of pressure gauges G1 to G6. All axial numbers are in SI units. The whole pipe
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has a length of 12.12m. The first part of the pipe's length is around 7m and slopes

downwards at 8.4%. The second part of has a length 5m and slopes upwards at

-27.7%. The inner diameter is 0.192m and the wall thickness is 4mm. A valve is

placed approximately 5m away before the upstream end and is suddenly opened to

allow the water to flow. The location of pressure gauges can be seen in Table 4.1.

Table 4.1: Location of the measuring gauges, x is the distance along pipe axis [68]

Pressure Gauge x(m)

G1 1.00

G2 3.00

G3 4.50

G4 6.80

G5 7.32

G6 8.52

The left end of the pipe is partly closed to maintain the initial water height in the

beginning, and the right end is completely open. Therefore, this experiment is a

ventilated system, eliminating possible influences of air pockets.

This experiment mainly aims to study simple transient flow behavior in a single

sloped plexiglas pipe. As can be seen, the setup carefully avoids the potential effects

from boundary conditions, and the water will oscillate in the pipe after the exper-

iment starts. The six gauges, perpendicular to the pipe axis, are installed at the

bottom of the pipe to measure the pressure, equal to the water depth, in 30 seconds.

Our numerical model is applied here to reproduce the experimental results. We use

dx = 0.04m, dt = 1/1200s, and Manning roughness is set to be Mn = 0.009 cor-

responding to plexiglas materials according to engineering charts. Moreover, wave

celerity is chosen as a = 12m/s based the authors' description in their paper. The

comparison among this model's results, the experimental data and the Aureli et al.'s

model results are shown in Figure 4-2. The horizontal line in each graph is the pipe
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crown. As can be seen, most of the time our modeling results can match the gauge

measurements pretty well. Moreover, Figure 4-2a shows that our model can simulate

the sudden pressure drop in the beginning better than the authors' TPA method

model. However, Figure 4-2d and Figure 4-2e also show that sometimes our model's

pressures are a little higher than the experimental data. This may be because we

have the minimum amount of water required in the pipe.
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Figure 4-2: Comparison among experimental results [681, Aureli et al.'s TPA simula-

tion and our model's simulation results. Legend is shown in the final subplot.
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4.2 Simulations of A Single T Junction

Modeling a pipe network with T junctions is a major concern. As stated in previous

chapters, the modeling of T junctions is a tricky problem that has not been well solved

in the formulation presented by Lieb [43], and the algorithm described in Chapter 3

for this situation is one of key contributions that this thesis provides. Here a single

T junction with different initial conditions and boundary conditions are described to

demonstrate the model's ability.

4.2.1 A Single T Junction with Equal-Sized Pipes

A single T junction is shown in Figure 4-3. It has four nodes whose indices range

from 0 to 3 and three pipes whose indices range from 0 to 2. For each pipe, the length

is 1.5m and the diameter is 0.3m. All the nodes have the same elevations. Figure 4-3

shows a dividing flow situation and the arrows represent the flow directions: node 0

is the inflow node with an inflow velocity of 2m/s, and node 2 and 3 are two nodes set

as orifices to allow for the outflow. The wave velocity is 200m/s and the Manning's

roughness coefficients are set to be 0.008 for all pipes. The initial condition is set as

full pipes with a tiny flow speed. The three blue crosses are the grids where we record

the pressure in the model, and the three orange crosses are the grids where we record

the flux.

2

0 1

Figure 4-3: T junction

First we close the orifice node 3 and set the opening of orifice node 2 to be 0.1m.

66



The total simulation time is 1 second. Each pipe is divided into 50 grids and the

total simulation time is divided into 20000 steps to satisfy the CFL condition. The

corresponding pressures at the blue crosses and fluxes at the orange crosses are shown

in Figure 4-4. It can be seen that the sudden inflow pushes the initial water in the

pipes to move, creating a high pressure during the transient phase in the beginning

before reaching the steady state. Although there is no flow in the branch pipe 2, it

sill maintains the same pressure as the other two pipes.
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(b) Fluxes in and out of the junction

Figure 4-4: Pressures and fluxes for a T junction when the branch flow ratio is 0

Second we close the orifice node 2 and set the opening of orifice node 3 to be 0.1m.
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The total simulation time is 2 seconds. Each pipe is divided into 50 grids and the

total simulation time is divided into 40000 steps to satisfy the CFL condition. The

corresponding pressures at the blue crosses and fluxes at the orange crosses are shown

in Figure 4-5. With a branch flow ratio of 1, the sudden inflow also creates a high

pressure during the transient phase in the beginning, but the pressure pattern is

different from the situation that the branch flow ratio is 0. Again, all the three pipes

maintain the same pressure near the junction, which is consistent with our intuition.
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Figure 4-5: Pressures and fluxes for a T junction when the branch flow ratio is 1
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4.2.2 A Single T Junction with Pipes of Different Sizes

The T junction geometry and the flow directions are the same as what is shown in

Figure 4-3. For each pipe, the pipe length is 1.5m. For pipe 0 and 1, the pipe diameter

is 0.3m, while pipe 2's diameter is 0.15m. The inflow velocity is 3m/s from node 0.

The wave speed is 200m/s and the Manning's roughness coefficients are set to be

0.008 for all pipes. The node 2 is set as an orifice with an opening of 0.1m, and the

node 3 is set as an orifice with an opening of 0.05m. The initial condition is set as

almost dry pipes (A = 10- 5m 2, Q = 10- 7m3 /).

-

uJ

18

16

14

12

10

8

6

4

2

0.3

0.2

0.2

E 0.1

0.1

0.0

0.0

0 1 2 3 4 5 6 7
time

(a) Pressures around the junction

0
- Pipe 0 inflow

5 - Pipe 1 outflow
-- Pipe 2 outflow

0-

5-

0

5

0
0

Figure 4-6:

1 2 3 4 5 7
time

(b) Fluxes in and out of the junction
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The total simulation time is 7 seconds. Each pipe is divided into 50 grids and the

total simulation time is divided into 140000 steps to satisfy the CFL condition 2.7.

Figure 4-6 shows the pressures and fluxes at blue and orange crosses, respectively. It

can be seen that the system takes some time to build the pressure. Pipe 2 becomes

pressurized at first and then pipe 1 is pressurized. It is also noticeable that there

is an unusually high pressure in Figure 4-6a. A closer observation shows that this

phenomenon arises from the communication mechanism. As explained in last chapter,

the communication mechanism holds the inflow area for the branch pipe until a certain

amount of water in the branch pipe is trapped near the junction. The triggering of the

mechanism causes oscillations of the pipe pressures in a very short time. It should

be taken into considerations in the future if we observe such unusual pressures in

the transient state when we are modeling the pipe network in the field. No specific

treatment has been designed for it, and removing these data automatically by data

comparison would be a useful improvement.

4.3 H-shaped Network

A H-shaped network is built with the model, and the geometry of the network is

shown in Figure 4-7. It is composed of six nodes whose indices range from 0 to 5

and five pipes who indices range from 0 to 4. For each pipe, the diameter is 0.3m

and the length is 100m except for pipe 4, whose length is 50m. All the nodes have

the same elevations. The arrows represent the flow directions: node 0 and 3 are two

inflow nodes with an inflow velocity of 2m/s for each node, and node 2 and 5 are two

orifice nodes whose openings are both 0.08m. The wave velocity is 200m/s and the

Manning's roughness coefficients are set to be 0.008 for all pipes. The initial condition

is set as almost dry pipes (A = 10- 5m 2 , Q = 10- 7 m 3/s). The four blue crosses are

the grids where we record the pressure in the model, and the four orange crosses are

the grids where we record the flux. Since the pipe network is symmetric, only part of

the results are shown here.
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Figure 4-7: H-shaped network

The total simulation time is 400 seconds. The grid size of each pipe is set as 1m and

the total simulation time is divided into 100000 steps to satisfy the CFL condition.

Figure 4-8 shows the pressures and fluxes at the blue and orange crosses, respectively.

Since two grid , one at the beginning of the pipe 4 and one at the end, are recorded

and pipe 4's direction is from the node 1 to node 4 based on the descriptions in

Chapter 3 of this thesis, the grid close to node 1 is called the "inflow" grid and the

grid close to node 4 is called the "outflow" grid. In this situation, the water from pipe

0 is firstly divided into pipe 1 and 4 at the node 1. Meanwhile, the water from pipe 2

is also divided into pipe 3 and 4 at the node 4. In pipe 4, the water comes from the

node 1 and node 4 has different flow directions, and the two flows collide with each

other in the middle of the pipe 4 and are then reflected back to the junctions. As

Figure 4-8c shows, there are some inflow from both ends of pipe 4 between 40 and 80

seconds, and these fluxes disappear due to the collision and later reflections.
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(a) Pressures at the orange crosses for the first 100 seconds
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Figure 4-8: Pressures and fluxes for a H-shaped network
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4.4 Field T Junctions

A field study is conducted at a discrete metered area (DMA), a hydraulically iso-

lated sub-zone in a distribution network, in Delhi. Figure 4-9 shows this situation

comprising a main run with many branch pipes connected to deliver water to local

households, and a flow meter is available at the beginning of the pipe to monitor the

inflow. The supply time for this area is 3 hours/day on average. To keep track of the

pressure change in the field, five pressure loggers purchased from Telog are installed
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along the trunk main. These loggers can operate in two modes: normal mode (mea-

surements at intervals ranging from 5-60 secs) and transient mode (data at 10-50Hz).

When the pressure changes very quickly in a short time, the transient mode will be

triggered. Each logger has a SIM card inside and an antenna outside to send data,

which can be accessed online.

pressure loggers
location6

6

4

Dbn~ftr
100.00

150.00

200.00

40.00

Scale:
loom

Figure 4-9: Field pipe network and pressure logger installations

A practical T junction is investigated in the field, and our model is used to run simu-

lations and check if it can capture the real pressure changes at our measuring points.

The geometry of the targeted field pipes is depicted in Figure 4-10. Numbers ranging

from 0 to 8 in circles represent nodes, and numbers ranging from 0 to 7 represent

pipes. Some other attributes are of pipes and nodes are described in Appendix B.

In the model, node 0 is the inlet node whose influx Q is set as 0.3m3/s according to

field data. Node 7 is a dead end, while node 6 and 8 are opened. The total simula-

tion time is 1 hour with dx = 1m and dt = 0.015s. Since specific data of all these

branches or demand of necessary nodes are absent, orifice opening at node 6 and 8 are
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Figure 4-10: Simplified field pipe geometry for simulation

calibrated to help build water pressure in the trunk main. The comparison between

numerical results and field data on 08/23/2016 is illustrated in Figure 4-11.

It can seen that our model can build pressure in a very short time with calibrated

orifice openings, and the pressure generated by the model is in good agreement with

the field data. Although there are still some divergences, it might be explained by

the fact that the T junction in the field are not as perfect as what we have in the

model. For example, the junction might be very old and or not correctly installed.

It is also possible that the boundary conditions of the other nodes are not accurately

characterized. Node 7 may not be a fully closed and there is still someone using the

water from that pipe. If so, then the pressure after T can increase to be larger than

the pressure before T. Moreover, it is noticeable that there is a short stage before the

pressure reaches its steady peak. Although we use a different orifice opening to get

our results, this phenomenon might result from the fact that pipe network grows like

a tree, and some initial pressures are required to push the water into some branches

and finally different households. This process takes some time and creates a steady

pressure for a short period. After these branch pipes are full, the pipe pressure will

continue to increase until the whole system reaches a steady state. More detailed

information including the inlet pressure head and outflow distribution are presented

in Appendix B.
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Figure 4-11: Field study and model calibration

4.5 Summary

This chapter presents several small-scale network examples built with the model. The

first example is taken from a lab-scale experiment, and it is utilized to demonstrate

that the model is able to solve the transient flow behavior with dry pipes. The

second example is a single T junction with different initial conditions and boundary

conditions to show that the model is able to process them. The third example is

a H-shaped network including two T junctions, and its setup is more similar to the
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network in the field. The fourth example is the field experiment conducted in Delhi,

and the author went to the field to collect all the data required with the help of

other researchers and field engineers. This field study is used to demonstrate that

the model is capable of simulating the transient flow behavior in a real pipe network

with T junctions.
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Chapter 5

Simulation of A Large-Scale Network

In this chapter, the model is applied o simulate a large-scale network to capture the

hydraulic dynamics of transient flow behavior. The whole network is shown in Figure

4-9 in Chapter 4. However, our model is not capable of simulating the network with

loops yet, so those looped pipe subnetwork are replaced with a single pipe optimized

to represent the same flow conditions. The new pipe network is a tree network, shown

in Figure 5-1. There are many small black polygons in the figure representing the

water demands of consumers, and the input boundary pressure is also presented for

the specific node.

12

I1300250-0

1W00m
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Figure 5-1: Modified Network of Figure 4-9
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The network is composed of 98 pipes and 99 nodes, supplying water to around 40000

consumers. Two loggers from Telog, introduced in Chapter 4, are installed at the

orange crosses. Their are referred to as KB and JB, respectively. The pressures at

the boundary and the pressures measured by the two loggers for a single day are shown

in Figure 5-2, and we scale the pressures during the water supply period, shown in

Figure 5-3. These data provide benchmarks for our model calibrations.
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Figure 5-2: Pressures at the boundary and measured by two pressure loggers for a
single day
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Figure 5-3: Pressures at the boundary and measured by two pressure loggers during
the water supply period

The network can be simulated with EPANET, but the results are not in good agree-

ment. By tuning parameters, a good match between the pressure data and the nu-
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merical results from our model are achieved, shown in Figure 5-4. It can be seen that

the field pressure can be successfully matched during the filling phase.
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Figure 5-4: Comparison between the measured data and numerical results

There are some divergences at the beginning of filling period. It might because that

the network is modified from the real network and the optimization process is only

performed with EPANET using steady-state analysis. Therefore, the behavior of first

several minutes are not fully captured.
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Chapter 6

Summaries, Conclusions and

Recommendations

6.1 Summaries

The thesis provides a basic description of IWS problems and illustrates the hydraulic

model that is designed for the IWS system. In the first chapter, the universality and

importance of IWS is emphasized and the negative influences on water quality and

water distribution caused by IWS are further explained. Then difficulties that pre-

vent the conversion of IWS to CWS are discussed, and the necessity of this thesis's

work is stressed.

The second chapter states that the main challenge in modeling IWS is the transient

flow modeling, which is controlled by the 1D Saint-Venant equations. Four numerical

methods-the MOC, the shock capturing method, the PSM and the TPA method-

used to solve the equations are reviewed and their advantages and disadvantages are

discussed. Moreover, softwares that have been developed for modeling pipe networks

are compared and shown in Table 2.1.

The third chapter describes the algorithm used in the model step by step. The

general framework is taken from Lieb's work [43], and three parts are changed for
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improvement: the calculation of the wave speed is modified to suppress the numerical

oscillation [20]; the reconstruction algorithm is introduced to deal with dry pipes [771;

the three-pipe junction algorithm is developed to conserve mass, momentum and en-

ergy through the junction. Moreover, the three-pipe junction algorithm is validated

with the data of local loss coefficients collected from previous papers. In addition,

lessons from the author's hands-on experiences in using the model are provided to

help users apply the model. Further, the influences of the wave speed are discussed

and analyzed.

The fourth chapter shows several examples of small-scale networks that are built

with the model. A lab-scale experiment is presented to demonstrate the model's abil-

ity to handle dry pipes. Other examples of T junctions, including a field study in

India, are provided to argue that the model is able to correctly process T junction.

In addition, some divergences between the modeling results and measured data are

discussed and reasonably explained.

The fifth chapter is the application of the model in a large-scale network. By compar-

ing with the steady state results from EPANET, It suggests the model's applicability

in the field and provides more information about the transient flow behavior of IWS

in the real world.

6.2 Conclusions

Although no water supply pipe networks are initially built to serve water intermit-

tently, many reasons, such as limited water resources and serious leakages, cause the

Intermittent water supply (IWS) to be widespread in the world [69, 2]. IWS not only

makes people's life inconvenient, but also has serious negative effects on the water

quality and thus is harmful to people's health. It is a disturbing problem that many

engineers and researchers are struggling to solve, and international agencies are mak-

ing efforts to convert the IWS systems to continuous water supply (CWS) systems
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[54]. However, the conversion is a very slow process and more than half people in Asia

are still suffering from the problems brought by IWS [67]. Some countries, like India,

have enough water but the old pipe networks have so many unknown leakages that

the huge water loss from these leakages, sometimes can be as high as 45%, prevent

them from achieving CWS [75]. It is unrealistic to replace all old pipes with new ones,

but finding those leakages to fix them can help achieve a low-cost conversion from

IWS to CWS. Having a model that is able to simulate the transient flow behavior in

the IWS system can help us understand the pressure changes during the entire sup-

ply period, and it is very helpful to locate leakages with pressure signals in the future.

The main difficulty of modeling IWS resides in the modeling of the transient flow

governed by the 1D Sanit-Venant equations. Four methods have been developed in

the past several decades to help solve these equations. The MOC is very flexible to

solve the water channels with complex geometries, but it is mostly applied to rivers

and cannot solve the situation that the open channel flow and pressurized flow coexist

in the same pipe. The shock capturing method is developed based on MOC, but the

interface between the open channel flow and pressurized flow needs to be guessed

when the pipe is empty. Both the PSM and the TPA method assume a small slot on

the pipe crown and thus only the open channel equations need to be solved. These

two methods are also becoming increasingly popular these days.

The numerical algorithm we use for IWS is initially built by Dr. Anna Lieb in UC

Berkeley, and we make modifications to further improve it. The comparison among

the improved model and other softwares are shown in Table 6.1. Results suggest

that our three-pipe junction algorithm is able to match the local loss coefficients

reported by many researchers in experiments, and those examples of small-scale net-

works demonstrate that the improved model can correctly reproduce the results of

transient flow in dry pipes and the pipe network with T junctions with tolerable er-

rors. Moreover, the simulation of a large-scale network helps the understanding of

the hydraulic dynamics of IWS in the real world.
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Table 6.1: Comparison among different softwares modeling the transient flow in pipe
networks (including the improved model)

Software SWMM ITM Software by Dr. Improved

Lieb Model

Dry pipes / V/ X /

Two-pipe junctions / / / /

Three-pipe junctions (mass / //

conservation)

Three-pipe junctions (mo- / X

mentum conservation)

Three-pipe junctions (en- /* /* X

ergy conservation)

Looped network / / X X

Water hammer effects X / V/

Subatmospheric pressure X / X X

Air pockets X X X X

Numerical Oscillation / / X /

Short simulation time / X / /

Friendly user interface / / X X

Readily amendable X X /

* requires manual calibration

6.3 Recommendations

Although we have improved the numerical model to account for the situation with dry

pipes and three-pipe junctions, there are still some limitations. The most urgent one

is that the algorithm for two scenarios at the T junction, shown in Figure 6-1, have

not been developed yet. Without this algorithm, the model cannot be applied to a

looped network. Moreover, the PSM cannot simulate the subatmospheric pressure in
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the pipe, which can happen when no ventilation is available. The TPA method might

be a solution, but it may require more efforts to reframe the model. Further, the air

pocket effects, which can cause oscillating pressure known as Helmholtz instability,

may need to be taken into consideration in the future.

(a) Combining flow, outflow from the branch pipe

(b) Dividing flow, inflow from the branch pipe

Figure 6-1: Two missing scenarios at the T junction

It should also be noticed that the field is much more complicated that expected,

especially when compared with the laboratory setup. For example, actual pipe's

roughness is not only decided by the material, but also influenced by the time that

the pipe has been used and the surrounding environment that the pipe is installed.

For example, a CI pipe has been used for 20 years should have a different roughness

from a CI pipe that has been used for 5 years, and a CI pipe that has been put

underground for 20 years can have a significantly different roughness from a CI pipe

that has been exposed to the atmosphere on the ground for 20 years. Even all

these factors are the same, a CI pipe that has water in it 3 hours a day can have a

different roughness from a CI pipe that has water in it 10 hours a day due to different

erosions. Therefore, estimation of the roughness can be a very important process
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before modeling. Moreover, there are several terrible facts that increase the difficulty

of applicable research. For example, it is found that sometimes small pipes, instead of

using a T junction, are directly inserted into a large pipe, which causes unpredicted

minor loss that no one has measured before. Furthermore, the pipe network shown

on the map may not be exactly the same as the real layout of the network in the field,

and this requires researchers to conduct the field study very carefully. If a user find

his model's results are different from the field data, the reliability of input parameters

should also be a concern.
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Appendix A

Influences of Air on Wave Velocity

The expression of bulk modulus is

K =-V dp
dV

With entrapped air, the expression is written as

1+ Vair___ Vf luid

K + POVair K
pVflinid P

1

1+ Vair K'
Vtotal P

where K* is the new modulus, Vai, and VfIi2 d denotes the volume of air and fluid,

respectively. po is the air pressure in the pipe and p is the fluid pressure. For water,

K = 2.15 x 10 9Pa.N/m 2 .

When T = 210C,
Esteei = 2.0 x 10"Pa,

Egrayci =9.24 x 1010 Pa,

EABSplastics 1.4 - 3.1 x 10 9Pa.

Assuming a pipe whose outside diameter is 24 inches with 1

influences of air on wave velocity is shown in Figure A-1.

inch thickness, the
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Appendix B

Field Study Detailed Information

Table B.1: Attributes of pipes 0-7

Pipe Inlet Node Outlet Node L(m) D(m) Mn

0 0 1 208 0.6 0.013
1 1 2 230 0.6 0.013
2 2 3 54 0.6 0.013
3 3 4 8 0.6 0.012
4 4 5 35 0.6 0.013
5 5 6 123 0.6 0.013
6 3 7 285 0.25 0.013
7 4 8 100 0.3 0.013

Table B.2: Elevations of Nodes 0-8

Node Elevation (m)

0 232.00
1 233.65
2 233.90
3 234.00
4 234.20
5 233.20
6 233.00
7 233.50
8 233.60
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