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Abstract

In this thesis, measurements of inclusive and differential Z boson production cross
sections in proton-proton collisions at x/s =13 TeV with the CMS detector at Large
Hadron Collider are performed with the di-muon channel. The measured total in-
clusive cross section times branching ratio is or(pp - ZX) x 13(Z - ppt) = 1870
2(stat) 35(syst) 51(lumi) pb for the di-muon invariant mass in the range of 60
to 120 GeV, which is in good agreement with the next-to-next-to leading order QCD
predictions. The spectra of Z boson transverse momentum, 0* variable, rapidity, and
the muon transverse momentum are also measured and compared with theoretical
predictions. The large production cross section of Z boson and good experimental
accessibility of final-state muons permit a real-time monitoring of luminosities us-
ing the counts of reconstructed Z --+ p events. Preliminary results of counting of
Z bosons as a luminometer are shown using the entire 2018 data-taking period. A
search for beyond Standard Model neutral Higgs bosons decaying to two muons is
also presented. No significant excess is observed. A 95% confidence level upper limit
is set on u(pp -+ #) x 13(# -- tp) for a generic boson q. The exclusion contour is also
determined on the parameter phase space in the context of Minimal Supersymmetric
Standard Mode representative benchmark scenarios.

Thesis Supervisor: Markus Klute
Title: Associate Professor of Physics
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Chapter 1

introduction

On December 3rd 2018, The Large Hadron Collider (LHC) [26] successfully completed

the second data-taking period that began in 2015. About 160 fb-1 of proton-proton

collision data are taken at the center-of-mass energy \- = 13 TeV. There were another

-30 fb- 1 of data taken at fs = 7 and 8 TeV during the first period. Those data

are devoted to test the Standard Model (SM) of particle physics and search for new

physics beyond the SM (BSM) at the new energy regime.

The number of SM measurements performed at LHC is huge, covering more than

ten orders of magnitude in the production cross sections and probing many different

aspects in physics. A summary of the SM cross section measurement results obtained

by the ATLAS and CMS collaboration are illustrated in Figure 1-1. Among those

measurements, the inclusive jet measurements [27, 8] probe the energy and distance

frontier, where the jet transverse momentum reaches up to 2 TeV and corresponds

to a distance scale of 10-19 m. While the inclusive vector boson production mea-

surements outperform the jet studies in terms of the precision reached, and provide

the most precisely determined observables at hadron colliders. The high precision

measurements contribute testing grounds for the high-order theoretical calculations

and scrutinize their approximations and implementations in simulation tools. With

this motivation, the precision measurements of the inclusive and differential Z bo-

son production cross sections in the proton-proton collisions are performed using the

di-muon final states, and the first topic of this thesis is dedicated to discuss these
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measurements.

In addition to the physics motivation, as a standard candle, the Z boson produc-

tions also practically serve as detector calibration purpose. During the second period

of data-taking, the CMS collaboration realized a complei'entary luminometer using

the Z boson counts in defined time intervals with automated workflows. This work is

also documented as the second subjects in this thesis.

The discovery of a scalar boson with a mass of 125.09 0.24 GeV [29-3] completes

the SM. However, the SM is certainly not a "theory of everything" as it does not

explain phenomena such as the hierarchy problem [32] and evidence for the dark

matter [33-35]. This has led to the development of many BSM theories that extend

the Higgs sector and predict more physical Higgs bosons with potentially dramatically

different properties from the SM Higgs boson. The Higgs boson decays to a pair of

muons could be enhanced at specific parameter phase space and provide sensitivity

for observation of the Yukawa coupling [36] to second generation fermions, which is

known to be very unlikely with existing dataset in the case of SM Higgs [37]. To that

end, the search for heavy neutral Higgs bosons in the di-muon channel are conducted

and reported as the third topic of this thesis.

The seven chapters of this thesis is organized as follows. After the introduction,

Chapter 2 reviews the fundamental theories behind the Z boson production and the

BSM Higgs boson production. The experimental apparatus of the accelerators and

detectors are introduced in Chapter 3 in a general manner, while the procedures

to reconstruct high-level physics objects from raw detector readout are described in

Chapter 4. The subsequent three chapters serve the three main subjects of this thesis:

Chapter 5 for the Z boson production cross section measurements, Chapter 6 for the

Z boson counting as a luminosity monitor, and Chapter 7 for the search of neutral

BSM Higgs bosons. Each chapter delineates the motivation, how the measurements

(searches) are performed, and the corresponding results and interpretation.
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Chapter 2

Theoretical Approach

The Standard Model (SM) is one of the most beautiful and successful theories in

modern physics. It exploits the elegant mathematics of group representations and

gauge symmetries, and more importantly, describes and predicts the experimental

results with very high accuracy.

The SM is built based on SU(3)c 0 SU(2)L 0 U(1)Y symmetry group. It cate-

gorizes the elementary fermionic particles that make up matter: quarks and leptons,

into three generations, and describes three fundamental interactions that govern the

universe: strong, electromagnetic and weak forces, by exchange of gauge bosons. See

Figure 2-1 for illustration. Quantum chromodynamics [3-42] is the theory describ-

ing the strong interaction with the SU(3)c component, while the electromagnetic

and weak forces are nicely incorporated together into the electroweak unified the-

ory [43-46] using the SU(2)L 0 U(1)Y sector. In order to acquire masses for massive

gauge bosons and fermions, spontaneous symmetry breaking mechanism [47-51] is

invoked. The simplest approach exploits a scalar doublet and leaves one physical

Higgs boson after breaking, i.e, the SM Higgs, which completes the last piece of SM

particles.

However, several other questions remain concerning and hierarchy problem [32] is

one of those. To account for the diverging radiation corrections of the Higgs boson

mass at the high energy scale, supersymmetry (SUSY) [52, 53] is proposed, which

assumes a set of SUSY particles and a Lagrangian that cancels the divergence us-
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Figure 2-1: The SM particles [3].

ing those superpartners. The Higgs sector extends to a more complex structure as

well. In the mostly discussed SUSY model, Minimal Supersymmetric Standard Model

(MSSM) [54-56], the Higgs sectors consists of two complex doublets, to provide masses

for up and down type fermions.

To provide relevant theoretical considerations for the measurements and search

covered in this thesis, this chapter is organized as follows. Section 2.1 discusses the

essentials in quantum chromodynamics predictions, using the Z boson production as

an example. Section 2.2 describes the fundamentals of the electroweak theory and

the Higgs boson physics, with emphasis on the MSSM Higgs sector.

2.1 Quantum chromodynamics

Quantum chromodynamics (QCD) describes the strong forces of quarks and gluons.

The QCD Lagrangian is given in Section 2.1 .1. The different aspects of the QCD

prediction for experimental results are specified in Section 2.1.2, using the Z boson

production in proton-proton collisions for demonstration. This example is chosen

since the dedicated measurements of Z boson production will be discussed in Chapter

5 of this thesis.
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2.1.1 QCD Lagrangian

Define the quark field of color a and flavor f as qy and qf (q}, q2, qj). Considering

the invariance under the local SU(3)c gauge transformation, eight gauge parameters

GO, which give rise to eight gauge bosons, gluons, are introduced in the covariant

derivative:

D 01, + ig, 2 Gl, (2.1)

and the invariant QCD Lagrangian:

1
LQCD = -1Gt"Ga + : q-(iy"D, - m)qf. (2.2)4 a /,V

f

Here, G"" - OAG" - -" gfabcGMG/G is used to describe the kinematic term for

the gluons, -yi4 are the Dirac -y matrices, and Aa the generators of SU(3)c group. g,

denotes the coupling strength and mf the quark masses.

Running coupling

The coupling strength is usually expressed as running coupling a, g-. When a,

is small, pertubative expansions of a, can be applied for QCD calculations. In the

pertubative QCD (pQCD) framework, a, is factorized as a function of the renormal-

ization scale AR and satisfies the renormalization group equation (RGE):

2 da(
PR dp (s),(2.3)

where #(a,) is a polynomial series of a, starting from second order [4]. For a specific

process, the running coupling strength is usually estimated by taking the AR to be

the momentum transfer Q. The corresponding dependence is shown in Figure 2-2

from different measurements and in fact implies one of the essential properties of

QCD: asymptotic freedom [41,42]. As can be seen, a, ~ 0.1 for Q > 100 GeV, which

indicates pQCD is appropriate for high-Q (hard) processes.
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Figure 2-2: Summary of measurements of o as a function of the energy scale Q [4].

2.1.2 QCD predictions of the Z boson production

As Figure 2-3 suggests, it is protons that collide in particle experiments, while pQCD

calculates hard process of partons (quarks and gluons). To predict experimental

results, one has to weight sub-process partonic cross sections with the probability to

have corresponding partons in the colliding protons for all orders. See Equation 2.4 for

the full expression of the inclusive Z boson production cross section in proton-proton

collisions with pQCD calculations [4].

00

u(pp - Z+X) = a (2IL) J dxadXbfa/A(Xa,12 )fb/B(Xb, ) (n)Z+X(XaXbS, / F)t

n=O a,b

(2.4)

Here, the assigned weights, faA and fb/B, are defined as parton distribution functions,

which are dependent on the factorization scale [F and momentum fractions, Xa and

Xb, carried by relevant partons. 6az X denotes the fixed-order calculation of the

sub-process partonic cross sections (also called matrix elements).
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Figure 2-3: Feynman diagram of the Z boson production process in proton-proton collisions

[5].

Parton distribution functions

Parton distribution functions (PDFs) fqlp(x) describe the number density of par-

ton q inside proton p with a momentum fraction x. The parton momenta can be

modified via gluon exchanges and radiations, which are usually soft and collinear to

the partons and can cause divergence in integrals. Therefore, the factorization scale

1pF is introduced so that the collinear divergences from radiation momenta below

AF are factorized into re-defined non-perturbative PDFs fqlp(x, 24) and then deter-

mined by experimental data. The corresponding dependence on pUF is characterized

by Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equations [57-59].

For scale choices of /A = 10 GeV2 and 104 GeV2 , Xf(x, pF) are illustrated in Figure

2-4.

Fixed-order matrix element calculations

As mentioned briefly, soft and collinear radiation of partons can cause divergence.

The fixed-order calculations are finite only for the soft and collinear safe quantities,

for which the divergent terms can cancel with those in loop corrections from the

similar source. The inclusive cross section -is one of the safe quantities, as the fully

inclusive variables do not probe the topological or kinematic structure of the final

29



I- I 1 111111 11 11 11 1 11 1111111-1 1 I11 111 11

NNPDF3.0 (NNLO) 10
0.9 -2 - 0.9-xf(x,g2=10 GeV2) Xf(X2=10 4 GeV 2)
0.8 0.8

910a) b)
0.7 0.7

0.6- 0.6 -
UV -

0.5 7q0.5-

0.4 0.4-

0.3 03 b

0.2 -0.2 -

0.1 - 0.1

0 'i ' ' " ' ' ''" "ll
10- 10-2 10~ 1 10 10-2 10 I

x x

Figure 2-4: xf (x, /4) as a function of x, obtained from NNPDF3.0 global analysis at scales

14 10 GeV2 (left) and /2 = 104 GeV2 (right) [4].

state partons. Such inclusive hard cross sections are now calculable with pQCD up

to .d, the next-to-next-leading order (NNLO) [60]. For instance, simulation codes

FEWZ [61.] provides NNLO calculations for hadronic Z boson production process,

which is used as reference for the measurements discussed in Chapter 5.

Resummation

.-On the other hand, not fully inclusive cross sections, such as Z boson production asso-

ciated with jets, are also of great interests to allow study of the final state structures.

.Direct experimental measurements are susceptible to a sizable jet energy uncertainty,

but it can be alternatively approached indirectly by studying the Z boson transverse

momentum distributions.

The transverse momentum of Z boson (pZ) appears to balance the real parton

radiations in the Z boson production process. When this radiation is hard, which is

corresponding to a pZ of tens to hundreds of GeV, pQCD is still applicable. While for

pf at the order of a few GeV, fixed-order calculations diverge. This is because the real

radiations are subject to the PT constraints but not the I-loop corrections, thus the
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Figure 2-5: Illustration of a full picture of various processes in a proton-proton collision [6].

divergent terms cannot fully cancel and end up with large logarithmic terms 1nM7 for
PT

each order of oz,. In those cases, a different technique, which is called "resummation",

sums up most significant logarithmic terms in all orders in order to obtain reasonable

predictions for the differential measurements [62-64]. Currently, such resummation

calculations are available up to next-to-next-leading logarithm (NNLL) in specific

programs such as ResBos [65] and DYRes [66].

Parton shower and hadronization

Final state partons produced in the hard processes ultimately go through:

parton shower, to split into multiple partons,

hadronization, to form hadrons,

9 and decay of the unstable hadrons,

which are illustrated pictorially in Figure 2-5 for a proten-proton collision.

Parton showers are a series of parton splittings, starting from partons from the

hard processes and evolve into soft radiations. The factorization between pQCD and

non-perturbative calculations is handled by parton splitting functions with decreasing

scales to describe the different probabilities of various parton splitting processes, see

Figure 2-6, which are characterized by DGLAP evolution equations [57-51 as well.
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Figure 2-6: Process for lowest order splitting functions [7].

Parton showers stop and start to hadronize at a scale of -1 GeV. The hadroniza-

tion process is complex and non-perturbative and relies on phenomenological models.

The two prevailing models are the string model [67,68] and cluster model [69]. String

model exploits linear color confinement by building and breaking color strings between

partons, while cluster model groups color singlet clusters along the color flows.

In addition, as Figure 2-5 indicates, there are multiple parton interactions (MPI)

in a single proton-proton collision, which mostly lead to additional soft jets and need

to be considered.

Event generators

All aspects of the proton-proton collisions discussed previously are implemented in

event generators for a wide variety of processes for simulation. Those generators

produce exclusive events and can be interfaced to different PDF sets and to detailed

description of detector geometry for detector response, such as GEANT4 [70] for the

CMS detector.

PYTHIA [711 provides leading-order (LO) matrix element calculations for an ex-

tensive list of SM and BSM processes, and also approximates high-order corrections

for vector boson productions by matching to next-to-leading-order (NLO) cross sec-

tions. Parton showering is implemented with leading logarithms (LL) resummations

and hadronization is realized via string model. As some aspects cannot be derived

from first principles, some parameters have to be tuned, especially for hadronization

and MPI simulation. The tune CUETP8M1 [72] is applied by default for the simulated

samples used in the scope of this thesis.

Madgraph [73] also calculates LO matrix elements and is useful particularly for
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vector boson production associated with higher jet multiplicities. It adds real emis-

sions of additional partons to matrix elements and virtual corrections later in parton

showering, after which the processes are simulated by PYTHIA. As can be inferred,

for the multi-parton final states, the parton showers can cause overlap with the matrix

element calculation, as both generate associated jets. To remove the overlaps, match-

ing and merging methods such as Catani-Krauss-Kuler-Webber (CKKW) [74, 7)] and

Mangano (MLM) [7(] scheme have been developed.

Madgraph5_aMC NLO [77, 78] (aMCQNLO) and POWHEG [79-82] combines

NLO matrix element calculations and parton showering. Similarly, to deal with the

overlap, aMC NLO removes all terms of matrix elements that appear in parton

showering (FxFx scheme) [83], while POWHEG generates the hardest emission first

and passes soft radiation to parton showering.

2.2 Electroweak theory and the Higgs boson physics

This section aims to provide theoretical considerations for the second topic covered

in this thesis, i.e. search for a heavy neutral Higgs boson. After the electroweak uni-

fication and SM Higgs boson are briefly discussed in Section 2.2.1 and 2.2.2, Section

2.2.3 focuses on the MSSM Higgs sector. The masses, couplings, production mech-

anisms and decay modes of the neutral MSSM Higgs bosons are elaborated. Two

representative MSSM benchmark scenarios are also introduced.

2.2.1 Electroweak unification

Denote 4' as the i-th generation of fermions (i =1, 2, 3). Considering the invariance

under the local SU(2)L 0 U(1)Y gauge transformation, four gauge fields, W and B,,

are introduced in the covariant derivative:

DA -- 09 + ig W, + ig'YB,, (2.5)
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and the invariant Lagrangian:

1 13
L2 EW = BBM" - 4 VWf"V + Z i"Dtio/. (2.6)

j=1

Here, B,, = 9 BI, -,,B and Wi,,= &WW -- ,W - 6gikW3Wk are defined to build

the kinematic term for the gauge fields. g, g' are the coupling strengths and Y is

the hypercharge. To give rise to the four physical gauge bosons, W+, Z and A, the

original gauge fields can be rotated as:

WT) = (W, t iW2)/V2,

cosOw -sinOw w3 (2.7)42
Al- sinOw cos~w BA

where the 0 w is denoted as the weak mixing angle.

The gauge symmetry forbids the mass terms of those gauge fields, which however

would be in obvious contradiction to the experimental measurements. To solve this

dilemma, a new scalar field is introduced by the spontaneous symmetry breaking

mechanism.

2.2.2 Spontaneous symmetry breaking and the SM Higgs bo-

son

To break the gauge symmetry while maintaining a symmetric Lagrangian, a SU(2)L

doublet of complex scalar field:

(2.8)

and its invariant Lagrangian with infinite degenerated vacuum states:

LS = (Dm#)t(D9#) - - h(#t#)2 , (h > 0, p2 <0), (2.9)
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are considered. The symmetry is broken when one vacuum state is chosen, which

satisfies (Oq0[0)1 =. Equation 2.8 can be rewritten into:
2h 2

(2.10)

and accordingly, the kinematic term in Equation 2.9 can be expanded into:

(D,#y)t(Dq) - 0,,HO"H + (v + H)2{92 W WZ + 9 Z Z"}. (2.11)
2 4 8cos 2OW r

From Equation 2.11, one can restore mass terms for W+ and Z bosons:

1
MW = -Vg,

2 (2.12)
1 vy

mz =- I
2 cosOw

In addition, fermions acquire masses by adding the Yukawa coupling [36, 44] to the

Lagrangian:

Ly = -(1 + H){ff} (2.13)

Given those couplings, the dominant production mechanisms at the LHC are gluon

fusion, vector boson fusion, associated production with a gauge boson and with a pair

of top or bottom quarks. The Feynman graphs of those processes are illustrated in

Figure 2-7 and the corresponding production cross sections as a function of x/' are

shown in Figure 2-8. The branching ratios of the main decay modes near mH = 125

GeV are also presented.

2.2.3 MSSM Higgs sector

In contrast to the SM, the MSSM Higgs sector consists of two scalar doublets. After

symmetry breaks, the two doublets condensate into five physical Higgs bosons: two

neutral CP-even scalar h and H', with mh < mH, one neutral CP-odd pseudoscalar

'For the rest of this chapter, h and H represents the light and heavy MSSM neutral Higgs
bosons, unless explicitly specified.
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9vv 9 uu gdd

A 0 cot/ tan#
H cos(3 - a) sina/sin# cosa/cos#
h sin(3 - a) cosce/sin# -sina/cos#

Table 2.1: The coupling strength of MSSM neutral Higgs bosons relative to the corre-
sponding SM counterparts.

A and a pair of charged bosons H-.

At tree level, the MSSM Higgs sector can be specified by mw, mz, and two

additional parameters, which are chosen by convention as mA, the mass of the A

boson, and tanr / 3 , the ratio of the vacuum expectation values of the two Higgs

doublets. The tree-level mass terms can be expresses as [9}:

m(m + m - ( + m) 2 -4mimZcos 2 2), (2.14)

2 2 2.)2
mH = mA + mW,

In terms of the couplings to SM particles, analogous to the SM Higgs bosons, the

neutral MSSM Higgs bosons also couple to the massive gauge bosons (VV) and up

and down type fermions (uu, dd). The relative coupling strengths to corresponding

SM counterparts are listed in Table 2.1. a is the angle that diagonalizes the mass

matrix, which at tree level is:

(m2 + m2)sin2tana - 2 22+ 2(2.15)
(mi - m )cos2# + /(m + mZ) 2 - 4m2m2cos 2 2(

In the decoupling limits (mA > mz), which seems to be more and more favored

by the experimental data [84], Table 2.1 would simplify to Table 2.2. This indicates

the h couplings become SM-like, A and H reduce to a heavy and mass-degenerate

state that does not couple to vector bosons while the couplings to up(down) type

fermions are suppressed(enhanced) with large tan#.

However, in this limit, the tree-level mh has an infamous upper bound: mh 2

mzjcos20| mz. To lift mh to the observed SM Higgs mass of 125.09 0.24
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9vv 9Uu 9dd

A 0 cot tan/
H 0 -cot tan
h 1 1 1

Table 2.2: The coupling strength of MSSM neutral Higgs boson relative to the correspond-
ing SM counterparts, in the decoupling limits (mA > mz).

GeV [29-31], substantial radiative corrections from loops of quarks and superpartners

are essential, in which case more model-dependent parameters have to be introduced

besides mA and tan#. When interpreting experimental results under MSSM, com-

plete scans of the entire parameter space would be highly impractical. Thus, several

different benchmark scenarios [85] has been proposed by imposing the constraints

from experimental data, including the observation of an scalar boson with a mass

of 125.09 0.24 GeV and couplings compatible with the SM Higgs [86-88], and no

evidence for additional particles beyond SM. All parameters other than mA and tan3

are fixed in those scenarios. Two representative benchmark scenarios of the MSSM,

the mgod+ [85] and hMSSM [89-91], are mostly exploited nowadays to interpret the

data. Within both scenarios, the observed particle is interpreted as h. The mod+

scenario constraints mh = 125 3 GeV, where 3 GeV is the theoretical uncertainty

on mh. While in hMSSM scenario the mh is fixed to the experimentally known value.

Production channels and decay modes

Given the couplings described above, the productions and decays of neutral MSSM

Higgs bosons are very different from those of the SM Higgs. While the vector boson

fusion and the associated production with a gauge boson are rather dominant in the

SM Higgs production, the couplings of neutral MSSM Higgs bosons to massive gauge

bosons are either suppressed in the case of H, for large values of tan# and mA, or

even forbidden in the case of A. In addition, the associated production with bottom

quarks is suppressed in the SM by two orders of magnitude with respect to the gluon

fusion (see Figure 2-8), but in the MSSM case, it can be significantly enhanced for

large tan# and hence become the leading production channel. As a result, the MSSM
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(left) and tan/ = 30 (right) [9].
in the mm scenario for tan = 5

neutral Higgs bosons are mainly produced via two mechanisms: gluon fusion (denoted

as gg#, # = H, A) and associated production with bottom quarks (denoted as bb#).

The corresponding Feynman diagrams are illustrated in Figure 2-9 and the cross

sections predicted with the mfod+ scenario are shown in Figure 2-10 as a function of

mA, for tan# = 5 and 30, respectively. As can be observed, gg# is dominant at low

tan3 region while bb# is enhanced at high tan/ values.

For the very same reason, while the decays to massive gauge bosons played impor-

tant roles for the SM Higgs searches, they are either suppressed or forbidden in the

MSSM. Instead, the couplings to third and second generation fermions are strongly

enhanced in large regions of the MSSM parameter space, and the couplings to bottom

type fermions are further magnified at large tan3 values. This makes the sensitivity

of the Higgs search in the pp channel much more significant compared to the SM case

(see Figure 2-8) and increases the potential to find evidence of the Yukawa coupling
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Figure 2-11: MSSM neutral boson decay branching ratios as a function of mA, for H boson
(top) and A boson (bottom), tan = 5 (left) and tanf = 30 (right), respectively [9].

to the second generation fermions. Figure 2-11 shows the branching ratios of the H

and A decay modes under the m,"d scenario, as a function of mA, for tan#3 = 5 and

30, respectively.

40

DO

10-3

1 4

BR(H-C tt)
BR(H-> bb) -

sBR(H- TO
BR(H-* W)

m BRH , WWs

..... s,,.cenario -

10-'

10

10-3

1

- BR(A- bb)
BR(A- tt)

- BR(A- +) 
BR(A-* p )

my scenario
' ~ ~ ~ II? m O ' "I ""''"''"'

BR(A-+ bb)BR(A- ft)
BR(A-* tautau)
BR(A-+ mumu) _

tans=30 m scenario -40



Chapter 3

Experimental Apparatus

To perform the measurements and search covered in this thesis, the data taken from

the Compact Muon Solenoid (CMS) detector on the Large Hadron Collider (LHC)

machine are exploited. Up to the present, the CMS and LHC have successfully

accomplished two periods of data-taking: Run I era from 2010 to 2012, and Run II

era from 2015 to 2018. Figure 3-1 reflects the status of data taking during the two

periods, by showing the integrated luminosity delivered to the CMS detector. The

data analyzed for physics results covered in this thesis are taken from Run II.

This chapter is organized as follows. Section 3.1 discusses the LHC machine and

its two key parameters: the beam energy and instantaneous luminosity. The CMS

detector and its main subsystems are described in Section 3.2.

CMS Integrated Luminosity Delivered, pp

Data Included from 2010-03-30 11:22 to 2018-10-26 08:23 UTC

-- 2010, 7 TeV, 45.0 pb'
- 2011, 7 TeV, 6.1 fb-'
Z'- 2012, 8 TeV, 23.3 fb-'

50 - 2015, 13 TeV, 4.2 fb-1
2016, 13 TeV, 41.0 fb-

E 2017, 13 TeV, 49.8 lb'
j- -- 2018, 13 TeV, 68.2 ib-'

50 -50

0 0

Date (UTC)

Figure 3-1: Integrated luminosity delivered to CMS by LHC from 2010 to 2018 [,].
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Figure 3-2: The CERN accelerator complex [11].

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) machine [26] is the world's largest superconduct-

ing circular proton accelerator and collider. It has a 27-km circumference and is

installed in a 4-m-diameter tunnel -100 m underground. It consists of two rings

with counter-revolving proton beams, which are accelerated and made to collide at

different interaction points (IP) for various particle detectors, including ATLAS [92]

and CMS for studying the high-pT physics, LHCb [93] for flavor physics and the AL-

ICE [94] for heavy ion physics. Figure 3-2 illustrates the CERN accelerator complex

and the largest ring is the LHC. As can be seen, the proton beams go through a series

of different accelerator rings and increase energy stepwise before finally injecting into

the LHC rings.

The collision energy and luminosity are the two key parameters for the LHC ma-

chine, since they decide the distance regime between particles that can be probed and

data statistics to perform analyses. The LHC is designed to deliver proton-proton

collisions at a center-of-mass energy of 14 TeV and an instantaneous luminosity of
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Design Run I 2015 12016 2017 [ 2018

Energy (TeV) 14 7/8 13 13 13 13
Bunch spacing (ns) 25 50 50/25 25 25 25
N (x 10") 1.15 1.6 1.2 1.1 1.25 1.15
n 2800 1400 2200 2200 1900 2500
6 (pum) 3.5 2.2 3.5 2.5 2.0 2.2
#* (cm) 55 80 80 40 30 30-+25
crossing angle (prad) 285 - 290 280 300-+240 300-+260
Peak Y (x103 4 cm-2 s 1 ) 1.0 0.8 0.5 1.5 1.5 (leveled) 2.0
Peak pile-up 25 45 25 45 65 60

Table 3.1: Key LHC parameters and comparison during different data-taking periods [251.

10 3 4 cm s- 1. To achieve the desired energy and luminosity, LHC exploits sophisti-

cated and advanced technology of magnets to deviate, squeeze and target the proton

beams. Along the 27-km circumference, 1232 main steering dipoles, 858 main focus-

ing quadrupoles and 6000 corrector magnets are utilized. The dipole superconducting

coils operates at a current of 12000 A in the superfluid helium at 1.9 K and are ca-

pable to reach a magnetic field strength of 8.33 Tesla. This magnetic field strength

determines the maximum beam energy that can be achieved, i.e, 7 TeV per beam. In

addition, the instantaneous luminosity is decided by a few parameters according to

nN1 N 27r
Y=f x F, (3.1)

where the f is revolution frequency, n the number of proton bunches per beam,

N the number of protons per bunch, -, the relativistic factor, En the normalized

transverse beam emittance, #* the beta function, and F the geometric reduction

factor to account for the crossing angle at IPs. Table 3.1 lists and compares the

designed and practical key LHC parameters during different data-taking periods.

3.2 The Compact Muon Solenoid detector

The Compact Muon Solenoid (CMS) detector [18] is named because of its compact

size given the material it contains, the high momentum resolution for muon detection

and the use of the most powerful solenoid ever made. The overall CMS detector
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Figure 3-3: A Cutaway view of the CMS detector [12].

is 28.7 m in length and 15.0 m in diameter. In order to provide strong magnetic

field to bend high energy particles and measure corresponding momenta, the CMS

magnet system consists of a NbTi superconducting solenoid of 12.5-m long and 6-m in

diameter, operating at 3.8 Tesla, and the steel returning yokes, which are segmented

into 5 wheels in barrel and 3 disks for each endcap. See Figure 3-3 for a cutaway

view of the CMS detector. The all-silicon inner tracking detector, lead tungsten

crystal homogeneous electromagnetic calorimeter and the brass-scintillator sampling

hadronic calorimeter are inside the solenoid, while the muon detectors are interleaved

with returning yokes. Subdetectors will be described in details in the rest of this

section.

The CMS coordinate system follows the right-handed rule, see Figure 3-4. The

origin is located at the interaction point, the x axis points to the center of the LHC

ring and the y axis points upward. The longitudinal direction is along z axis and the

transverse direction lies on the x - y plane'. In the transverse plane, the radial coordi-

'The transverse component of variables are usually denoted with T as subscript. For example
the transverse momentum is denoted as PT and the transverse missing momentum pTiSS.
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nate is denoted as r and the azimuthal angle started from x axis is denoted as . is

then defined in r - z plane to be the angle with respect to z axis. The pseudorapidity

is defined as q = -ln(tan). As a result, 7 - # corresponds to a orthogonal coordinate

system, where the direction of an outgoing particle is represented by a point. Thus,

the separation of two particles can be defined as AR = /(Ay) 2 + (A#)2 .

3.2.1 Inner tracking detectors

The inner tracking detectors are located at the most inner part of the CMS detector.

At current experimental setup with an instantaneous luminosity of - 10 4 cm-2-1,

more than 1000 charged particles are produced per every bunch crossing (i.e 25 ns)

from over 20 overlapping proton-proton collisions. To be able to precisely measure the

trajectories of charged particles and reconstruct the primary and secondary vertices in

such challenging environment, the inner tracking system needs to have fine granidlarity,

fast time response, as well as radiation hardness, which make silicon detectors to be

the suitable technology.

The basic module of a silicon strip is illustrated in Figure 3-5. The energy of the

charged particle passing by knocks off electrons and creates electron-hole pairs, which

are then collected to form electric signals. The pixel modules function in a similar

manner.

A simplified sketch of the top half of the inner tracking system is shown in Figure

3-6. As can be seen, the inner tracking system consists of a small region of pixel layers

(shown in red), which provides 3-dimensional position measurements, and a large area
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Principles of operation
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Figure 3-5: A silicon strip module and its operation principle [14].

Tracker subsystem Layers Cell size Cell thickness

Pixel barrel 3 cylindrical 100 pumx150 pm 285 pm
Strip inner barrel (TIB) 4 cylindrical 80-120 [pmxlO cm 320 pm

Strip outer barrel (TOB) 6 cylindrical 122-183 /mx25 cm 500 pum
Pixel endcap 2 disks 100 pmx 150 pm 285 pm
Strip inner disks (TID) 3 disks 100-141 pmx 10 cm 320 pm

Strip endcap (TEC) 9 disks 97-184 pmx25 cm 500 pm

Table 3.2: Summary of the main characteristics of the tracker subsystems. The number of
disks are for a single endcap [141.

of silicon strip layers, which provide position measurements in 2 dimensions (shown

in black) as well as 3 dimensions (shown in blue), which is achieved by placing two

strip modules back-to-back and rotating a 'stereo' angle of 100 mrad. Within a layer,

adjacent modules are shifted slightly in r (in barrel) or z (in endcap) to avoid gaps.

The silicon strips are further divided into four subsystems: inner barrel (TIB), outer

barrel (TOB), inner disk (TID) and endcap (TEC). The main characteristics for each

subsystem are summarized in Table 3.2.

3.2.2 Electromagnetic calorimeter

The CMS electromagnetic calorimeter (ECAL) is a homogeneous calorimeter made of

lead tungstate (PbWO 4) crystals, with barrel (EB) covering Ir<1.479, two endcaps
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Figure 3-7: A y-z cross section view of a quadrant of the CMS ECAL (left) [1 and a
PBWO 4 crystal with vaccum phototriodes (right) [17].

(EE) covering up to jrj<3.0 and gap regions around 1r71=1.5, as shown in Figure 3-7.

The transversing electrons and photons produce secondary photons and electrons

by Bremsstrahlung and pair production, which give rise to a cascade of particles, i.e,

electromagnetic showers. The length and cross section of PbWO 4 crystals are designed

to be comparable with the longitudinal and transverse size of such electromagnetic

showers, which can be found in Table 3.3, where the radiation length X0 is defined as

the average distance that an electron must travel in the material to reduce its energy

to 1of its original energy. Then the energy deposited is converted in the form of light

and further amplified by avalanche photodiodes (APDs) in the barrel and vacuum

phototriodes (VPTs) in the endcaps.

Additionally, the preshower detectors (ES), composed of two layers of lead and

silicon strips, are installed in front of the ECAL endcaps, covering 1.65 <1r/1< 2.6. It
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Crystal location Length Front-end cross section

ECAL barrel 23 cm (-26Xo) 2.2 x 2.2 cm2 (2.5Xo x2.5XO)
ECAL endcap 22 cm (-25Xo) 2.9 x 2.9 cm 2 (3.2Xo x 3.2XO)

Table 3.3: Summary of the length and cross section size of ECAL barrel and endcap
crystals.

0.0 0.1 0.2 0.3 0.4 .0.5 .0.6 ,0.7 0.8 ,0.9 1.0 1.1 .1.2 .3

1.6

Figure 3-8: A r-z cross section view of a quadrant of the CMS HCAL [18].

was originally aimed to distinguish prompt photons and those decayed from 1r 0, but

actually not fully exploited due to large amount of ir0 from interactions with inner

tracker materials.

3.2.3 Hadron calorimeter

The CMS Hadron calorimeter (HCAL) surrounds the ECAL, consisting of barrel

(HB) and two endcaps (HE) which cover up to Ir/<3.O, as shown in Figure 3-8.

Unlike ECAL, the HCAL exploits sampling calorimeter technique, which consists of

alternating layers of brass, as absorbers to degrade energy, and scintillators, as active

sensors to detector signal.

The interacting hadrons also generate a cascade of secondary particles (including

neutrons, protons, neutral and charged pions, etc) through electromagnetic and strong

interactions. The interaction length A, defined as the mean free path between two

inelastic nuclear collisions, is conventionally used to characterize the size of hadronic
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showers. It needs about 10-11 A to absorb showers with energy up to -1 TeV.

However, limited by the solenoid, the HCAL barrel only has thickness ranging from

5 to 10 A with increasing IT1. Therefore, a tail catcher called HCAL outer (HO) is

installed to complement the hadronic shower absorption. The optical signals detected

by scintillators are read out via Hybrid Photodiodes (HPDs).

In addition, HCAL forward calorimeters (HF) extend the coverage to JqJ<5.0, and

are essential for forward jet physics, trigger studies and luminosity determination,

which will be discussed in Section 6.1 with more details. HF utilizes steel absorbers

and quartz fibers as active material and functions as a Cerenkov light detector.

3.2.4 Muon detectors

The muon detectors are located outside the solenoid. To be compatible with the

shape of the solenoid, the muon detectors also have cylindrical barrel (MB) covering

J9q<1.2, and planar endcaps (ME) covering 0.9<177<2.4. A simplified sketch of a

quadrant of the CMS detector with emphasis on the muon detectors is illustrated in

Figure 3-9. As can be seen, the 4 muon stations 2 are intersected with three layers

of magnet flux-return yokes. Each station is further segmented into 12 # segments in

barrel and several rings in endcap. Since the volumes of those stations are large, the

applied technique must be relatively cheap. Therefore, three different types of gas

ionization chambers are exploited in muon systems, drift tubes (DTs) and cathode

strip chambers (CSCs) as tracking detectors and resistive plate chambers (RPCs) as

triggering detectors.

DT and CSC

The DTs and CSCs are used to determine the trajectories of muons by measuring

(r,#) or (r,z) coordinates in different layers of chambers. The CSCs, which are easier

to finely segment and have a faster response compared to the DTs, are utilized in

the endcap region, where the particle rates are higher and the magnetic fields are

2The station is defined as a chamber union with same r-coordinate in barrel and same z-
coordinate in endcap.
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Figure 3-9: An R-z cross section of a quadrant of the CMS detector [19]

non-uniform.

The building block of the DT is a cuboid drift cell, as illustrated in Figure 3-10. It

is composed by an anode wire in the central and four cathode strips, one above, one

below and two on sides. Muons and other charged particles passing by ionize the gas

and produce electrons, which then drift to the anode wire and the corresponding drift

times are used to determine the position. As shown in 3-10, 4 layers of such parallel

drift cells are stacked to make a Superlayer (SL). Neighbor layers are shifted by half

cell to avoid detection gaps. Then, 2 parallel SLs, allowing (r,#) measurements,

and 1 perpendicular SL, allowing (r,z) measurements, are grouped to construct an

arc-shaped DT chamber. As can be seen in Figure 3-9, the longitudinal size of DT

chambers are same, 2.5 m as the length of a return yoke wheel. The transverse sizes

vary from 1.9 to 4.1 m given different stations.

The multi-wire proportional counter is the prototype for CSC. The ionization

mechanism of a multi-wire proportional counter is displayed in Figure 3-11. Each

layer of counters consists of 80 radial cathode strips, each covering about 3 mrad, and

thus provide a very accurate measurement of #, which could describe accurately the

bending trajectories of endcap muons. To reduce the number of readout channels, the
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Figure 3-11: A multi-wire proportional counter and
(left) and a CSC chamber (right) [20]

corresponding ionization

anode wires are grouped every 5 to 16 channels, which results a coarser measurement

of r. 6 layers of such finely segmented strips and wires are placed together to create

a sector-like CSC chamber. The length of a CSC chamber is 1.7 to 3.4 m in radius

direction, while the azimuthal coverage is 10 to 20 degrees.

RPC

Figure 3-12 illustrates a double-gap RPC. Each gap is constituted of two Bakelite

plates and a gas gap, and the readout strip is positioned between the two gaps.

Crossing muons and other charged particles produce avalanche electrons in the gas

gap and induce signals on readout strips. It has excellent time resolution (a few ns)

to distinguish ionizations in two consecutive bunch crossings. Thus, RPC is exploited

as a complementary fast muon triggering detector.
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Figure 3-12: A barrel RPC [20].

Chamber type Unit size Gas composition Operating voltage

Anode: +3600 V
DT Drift cells 42 x 13 mm

2  85% Ar+15% C02 Cathodes on sides: -1200 V
Cathodes above and below: +1800 V

CSC Cathode strips: 2.2-4.7 mrad 50% C02+40% Ar+10% CF4  3600 VAnode wires spacing: 3.12/3.16 mm

RPC double gas gap: 2 mm 95.2% C2H2F4 +4.5% C4 H,0+0.3% SF, 9600 V

Table 3.4: Technical details for each simple operation unit of DTs, CSCs and RPCs,
including size, gas composition and operation voltage.

As shown in 3-9, 6 layers of RPCs (RB) are assembled in barrel region, 2 for first

and second station, attaching on the innermost and outermost layer of DT, and 1 for

third and last station, attaching on the innermost layer of DT only, to ensure at least

4 hit measurements even for low-PT muons, which could be stopped before reaching

far. 4 layers of RPCs (RE) are installed in the endcap region.

Table 3.4 summarizes the detailed descriptions of the DTs, CSCs and RPCs, in-

cluding size of units, gas compositions and operation voltages.

3.2.5 Trigger and data acquisition system

The LHC collides proton bunches at an extremely high rate of 400 MHz. Hard

scattering processes of physics interests only exist in a small fraction of those collisions,

and the limited storage resources only allow to record a small fraction as well. The

CMS trigger [95] and data acquisition (DAQ) system [96] is designed to make online
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decisions to select interesting events and handle unprecedented event rate and data

size.

The trigger system has two levels: hardware-based level 1 (LI) and software-based

high-level trigger (HLT). At L1, detector signal patterns that are compatible with in-

teresting objects, such as energy clusters in calorimeters and ionization deposits in

muon detectors, create trigger primitives, which are then processed in the correspond-

ing regional and the global triggers to make a LI decision. The LI selects events at a

rate of 100 kHz at most, which is limited by the readout electronics. After LI accept,

the subdetector readouts are sent to the front-end driver (FED) and interfaced with

DAQ system and HLT farm, where objects are further identified with the reconstruc-

tion algorithms. The HLT selects events at a rate of 400 Hz. Data of accepted events

is then compressed and wrote to disk by storage manager.
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Chapter 4

Event Reconstruction

Event reconstruction is the procedure to construct physics objects and determine

relevant kinematic quantities from the raw signals collected by the detector. The CMS

experiment exploits particle-flow (PF) algorithm [21], which first reconstructs simple

PF elements such as tracks and calorimeter clusters within an individual subdetector,

and then combines all subdetector information to identify particles including muons,

electrons, photons, neutral and charged hadrons. Finally, on top of the reconstructed

particles, high-level physics objects used in physics analyses such as jets and missing

transverse momenta are further built.

According to the previous logic, this chapter is organized as follows. Reconstruc-

tion of the PF elements is first discussed in Section 4.1 to 4.3, for tracks from inner

tracker detectors, muon detectors, and clusters from calorimeters, respectively. Af-

ter the particle identification using PF method is described in Section 4.4, the jet

and missing transverse momenta reconstruction and identification are elaborated in

Section 4.5 and 4.6.

4.1 Tracks and primary vertices

The track reconstruction [15] in the CMS detector is aimed to estimate the momenta

and positions of the charged particles which transverse the inner tracker detectors.

It starts with local hit position reconstruction in silicon layers and construct global
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tracks from hits. Based on those global tracks, the reconstruction of the primary

vertices [97] is then performed to determine the positions where protons collide.

4.1.1 Hit reconstruction

As described in Section 3.2.1, charged particles crossing the inner tracking detector

create electric signals. Those clustered signals after zero suppression are defined as

hits. Zero suppression is achieved by requiring a minimum charge in pixel clusters

and a minimum signal-to-noise ratio in strips.

Two algorithms are exploited for pixel clusters to determine the positions of the

hits. The first-pass algorithm is faster and applied in seed generation and track finding

steps in track reconstruction (Section 4.1.2), which uses the geometrical center of the

cluster and makes correction according to the relative charge in pixels at the edges

and Lorentz shift. The other algorithm [98] builds a template from simulated cluster

distributions and performs template fit to determine the hit position, which is more

precise and deployed in the track fitting step. Hit positions of strip clusters are

determined by charge-weighted average of strip positions and corrected for Lorentz

shifts.

4.1.2 Track reconstruction

Track reconstruction targets on the precise estimation of the momentum and po-

sition parameters { -!, # 0, dz, do} of the charged particles associated with the

reconstructed hits, including not only high-pr, prompt tracks but also low-PT, dis-

placed tracks. To reduce the combinatorial complexity, the iterative tracking method

is applied. The idea is to do track reconstruction several times, and for each iteration,

hits used by previously reconstructed tracks are masked. Iterative tracking usually

starts with prompt, high-pT tracks by requiring tighter dz, do and PT cut in the first

iterations, and then loose selections to reconstruct low-PT and non-prompt ones. The

exact selection requirements can be found in Ref. [15].

'dz, do are the longitudinal and transverse impact parameters, which is defined as the distance
between the primary vertex to the point of closest approach.
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Track reconstruction in each iteration consists of four steps: seed generation, track

finding, fitting and selection.

Seed generation provides an initial coarse estimation of aforementioned parame-

ters. To extract five parameters, either three 3-dimensional hits or two 3-dimensional

hits plus a constraint with respect to the primary vertices2 is needed, depending on

the iteration and corresponding reconstruction targets. Seed generation starts from

most inner layer outwards concerning the channel occupancy and efficiency reasons.

Track finding starts from existing seeds and adds hits based on Kalman filter

technique [99] from other layers and update the parameters. It first determines the

next layers that the trajectory can transverse and searches for compatible modules and

hits, then updates parameters for each compatible hits. This procedure is repeated

until the track reaches the last tracker layer or other termination condition [151 is

satisfied.

Track fitting involves refitting the known trajectories from the track finding step,

using Kalman filter and smoother, to extract the best possible estimation of tracking

parameters.

Track selection is used to filter the fake tracks, which are defined to be not asso-

ciated with charged particles, and assign tracks with quality labels: loose, tight and

high-purity. The selection variables include the number of layers in which the track

has hits and dz, do with respect to pixel vertices, etc. High-purity tracks are usually

the ones deployed in physics analysis.

4.1.3 Primary vertex reconstruction and selection

The reconstruction of primary vertices is based on the reconstructed track collections

and aimed at determining the positions of all proton-proton interactions for each

bunch crossing, including the one containing hard processes of physics interests, as

well as other pile-up interactions.

2 Those primary vertices are reconstructed by a very fast algorithm purely based on pixel, which
are usually called pixel vertices.
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Primary vertex reconstruction starts with the selection of the reconstructed tracks,

according to three conditions: their compatibility with the beam spot, number of

hits involved and fit quality. Then, the tracks are clustered into different primary

vertex candidates using deterministic annealing (DA) algorithm [100], which assigns

a number for the possibility that one track belongs to one vertex and optimizes a

free energy like function to determine the primary vertex candidates. Finally, a 3-

dimensional fit is performed to compute the best estimation of the vertex position

parameters.

In physics analyses, to select the primary vertex of hard scattering process, recon-

structed vertices are required to be

" the longitudinal distance to interaction point: Iz1<24 cm,

" the transverse distance to interaction point: r<2 cm,

" the number of degree of freedom of the vertex fit: nd0 !>4 ,

Out of the selected vertices, the one with the largest Etracks P is chosen as hard-

scatter vertex in the event. The vertices other than hard-scatter vertex are considered

as pile-up vertices.

4.2 Calorimeter clusters

The goal of the calorimeter cluster reconstruction is to measure the energies and

positions of the energy deposits in the CMS calorimeters. Local hit reconstruction

determines hit energy per cell by performing template fits to the pulse shapes [10].

Then the clustering algorithms are performed separately for each subsystems and

involve three steps. First, the cells with energy larger than adjacent cells and location-

dependent thresholds [211 are selected to be seeds. Then nearby seeds are integrated

to define a topological cluster. Finally, the positions and energies of those topological

clusters are determined by an iterative expectation maximization algorithm based on

Gaussian-mixture models and maximum likelihood fits [21].

Cluster energies determined in this way need to be calibrated in order to account

for the energy loss due to thresholds. The calibration is performed using simulation
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and assuming specific analytical functions between true energy and measured energy

in each subsystem. The ECAL cluster calibration is done first, using the simulated

single photon samples without conversion in trackers. With ECAL calibrated, the

HCAL cluster calibration is then performed in a similar way using the simulated

single neutral hadron samples without interaction in tracks.

4.3 Muons

The muon track reconstruction I 19 in the CMS detector targets on the identification

of muons and precise measurements of muon momenta. It starts from local recon-

struction of hits and segments in a single DT, CSC and RPC chamber, then builds

tracks independently in the muon systems and further combines the inner tracker

information (Section 4.1) to complete muon track collections.

This subsection will also discuss the high-level muon objects deployed in physics

analyses, which are usually built on top of the reconstructed muon tracks by applying

additional criteria, in order to enhance the desired prompt muons. Those types of

criteria are known as the muon identification and isolation requirements.

4.3.1 Hit and segment reconstruction

Hit reconstruction

As described in Section 3.2.4, muons passing by an active unit in the muon detector

ionize gas and create electronic signals in the corresponding readout channel, asso-

ciated to a precisely measured position of (r,#) or (r,z). These digitized electronic

signals are defined as hits in muon detectors. According to detection technology, DT,

CSC and RPC exploit different methods [102] for the hit position reconstruction,

which are summarized as follows.

* DT drift cell. Hit position = (TTDC - Tped) X Vdrift, where TTDC is the arrival

time registered by time-to-digital converter (TDC), Ted is the correction for the
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pedestal time, from bunch crossing to the arrival time of the trigger decision

(LiAccept), and Vdif t is the drift velocity of electrons.

* CSC layer. Hit position is reconstructed at the intersection points of active

strip and wire groups.

* RPC layer. Hit position is reconstructed at the strip cluster centroid, as the

induced charge can be shared by more than one strip.

Segment reconstruction

As illustrated in Figure 3-10 and 3-11, a DT chamber has 12 layers and a CSC has

6 layers. Thus, groups of the reconstructed hits from each layer in a single chamber

create straight-line track stubs, which are defined as segments. To reconstruct seg-

ments from hits, pattern recognition algorithms and fit algorithms [1031 are exploited

to associate hits into groups, by matching straight-line parameters for a candidate

muon producing those hits.

4.3.2 Muon track reconstruction

Three collections of muon tracks are commonly used as basic muon objects in analyses:

standalone muon, global muon and tracker muon tracks. Standalone muon tracks are

first reconstructed with muon detector information only.

* Standalone muon tracks. Based on Kalman filter technique [99], recon-

structed segments are utilized as seeds. The muon track is then built using

all DT, CSC, RPC segments and hits along the trajectory as input with an

iterative algorithm which updates the trajectory parameters at each step.

Then, together with the inner tracker tracks as input, the other two high-level

muon objects can be further reconstructed.

e Global muon tracks. For each "standalone muon track - tracker track" pair,

a combined fit using all hits in both tracks is performed based on Kalman filter
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technique. The best-matching tracker track is then selected for each standalone

muon track, following the "outside-in" approach.

o Tracker muon tracks. This collection is designed to complement the global

muon collection. The "inside-out" approach is applied in order to consider all

tracker tracks to be potential muon candidates and "tracker track - muon seg-

ment " pair matching is performed. The efficiency of muon reconstruction is very

high, about 99% muons inside the muon detector acceptance are reconstructed

as either global muon or tracker muon.

To precisely determine the muon momentum of the reconstructed tracks, two

algorithms are utilized. The Tune-P algorithm [104] selects the best PT measurement

from several refits ' based on goodness-of-fit and resolution requirements. The PF

algorithm exploits the full event information, selects refits that improve the balance

of missing transverse momentum.

4.3.3 Muon identification and isolation

There are generally four sources of muons and muon-like objects after muon track

reconstruction: decays of W, Z and Higgs bosons, decays of heavy-flavor hadrons,

decays of light hadrons (decay in flight) and hadronic punch-through (not muons but

charged hadrons). Various identification (ID) and isolation variables are studied to

target on different muons with required purity and efficiency. In this section, the two

sets of ID selections and two isolation variables, which will be heavily exploited in

the analyses reported in Chapter 5, 6 and 7, are described.

Identification

Following the CMS convention, the two sets of IDs which are used as baselines for

analyses are called Tight ID and High-pT ID [105]. Both of them are based on

3Including Inner- Track fit which uses tracker hits only, Tracker-Plus-First-Muon-Station fit
which uses tracker and the innermost muon station hits, etc.
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global muon tracks with additional muon quality requirements, and have a muon

identification efficiency of 96 - 98%, depending on detector region.

Tight ID is very widely used in CMS physics analyses, aimed to select muons from

prompt decay of W, Z and Higgs bosons and disfavor muons from hadronic punch-

through, decay in flight, cosmics and pile-up vertices. On top of being a global muon,

the additional muon quality requirements and their logics are summarized as follows.

" At least 6 tracker layers have hits, to guarantee good momentum measurement

as well as suppress muons from decays in flight.

" At least 1 pixel layer has hit, to further suppress muons from decays in flight.

" At least 2 muon stations' segments are matched to tracker track, to suppress

muons from punch-through and accidental "tracker track - muon segment" pair

matching.

" At least 1 hit from muon system is included in global fit.

" Global fit quality requirement (X 2 /ndof < 10).

" Transverse impact parameter Ido| < 2 mm, to suppress cosmic muons and fur-

ther suppress muons from decays in flight.

" Longitudinal impact parameter Id, I < 5 mm, to further suppress cosmic muons,

muons from decays in flight and tracks from pile-up vertices.

High-pT ID is designed for higher efficiency of identifying high-pr muons with PT

> 200 GeV. Since the probability of electromagnetic radiation are enhanced when

high-momentum muons transverse the iron return yokes in muon detectors. The

electromagnetic showers can create additional hits and segments, resulting energy

losses and causing inaccurate momentum measurements. Compared to Tight ID, the

differences are:

" Removal of global fit quality requirement, to increase efficiency for high PT

muons, as they radiate more often and generate additional hits in muon stations.

" Add requirement on relative PT uncertainty: o-(p)/pT < 30%, to ensure a proper

momentum measurement.
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Working points Loose Tight
PF-based isolation 0.25 0.15
Tracker-based isolation 0.10 0.05

Table 4.1: Muon isolation requirements

Isolation

Isolation requirements are implemented to further enhance prompt muons and sup-

press those in jets, by constraining the energy surrounding the muon. Two isolation

variables are studied, one is PF-based, the other is tracker-based.

PF-based isolation sums the charged hadrons, neutral hadrons and photons in

the cone size of AR=0.4, and corrects for the contribution from pile-up vertices:

IPF _ charged-hadrons +max(, ( Eeutral-hadrons+ Z E hotons_0.5x * le-U)

(4.1)

where 0.5 is determined from simulation as the ratio of charged components in the

pile-up contribution.

Tracker-based isolation sums the tracker tracks in the cone size of AR=0.3:

Itracker trZp~acker -tracks (4.2)

Tight and loose working points for the two isolation variables relative to PT are

summarized in Table 4.1, which are chosen to achieve 95% and 98% selection efficiency,

respectively.

4.4 Particle identification with PF algorithms

Once PF elements are reconstructed, a linking algorithm [21] based on pairs of shortest

distance in (7q, <) plane is exploited to connect elements from all sub-detectors to form

PF blocks. In each PF block, particles are identified and reconstructed in the following

order: muons, electron and isolated photons, hadrons and non-isolated photons. The
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four momentum of each particle is also determined based on the vectorial momentum

of tracks and the energy and position of the calorimeter clusters. Once a particle is

identified, the associated elements are masked for particle identification afterwards.

Figure 4-1 illustrates the idea of particle identification using inputs from PF blocks.

Muons are first identified and reconstructed, with algorithms described in Section 4.3.

Then, electron candidates are built from links of tracks 4 and ECAL clusters, while

isolated photon candidates are seeded from ECAL clusters without linking to tracks.

Lastly, hadrons and non-isolated photons are reconstructed from remaining PF blocks.

For a joint ECAL-HCAL cluster not linked to any track within tracker acceptance,

the non-isolated photons are first reconstructed based on the ECAL cluster, then

the HCAL cluster builts neutral hadrons. Beyond tracker acceptance, such a cluster

is identified simply as hadrons, either charged or neutral. Among the remaining

HCAL clusters, presence of charged, neutral hadrons and photons depends on the

comparison between energy determined from clusters and tracks. For example, if

they are compatible, it suggests no neutral particles and presence of charged hadrons.

4.5 Jets

By the nature of QCD, quarks and gluons produced in the detector develop parton

showers and undergo hadronization. The fragments from hadronization tend to travel

in the same direction, thus form a cone of hadronic and other particles, which is called

a jet. The purpose of jet identification and reconstruction includes constructing jet

from PF particles and determining the jet four momentum (jet clustering algorithm),

distinguishing physics jet from detector noise (noise jet ID), differentiating heavy-

flavor and light-flavor jets (heavy-flavor jet ID), etc.

4 For electron tracking, a Gaussian-sum filter (GSF) [1061 is used to fit the trajectory instead
of Kalman fitter (KF) in the usual inner track reconstruction, as it allows sudden and substantial
energy losses.
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Figure 4-1: Illustration of particle interaction with detector, for muons, electrons, charged
hadrons, neutral hadrons and photons, respectively [21].

4.5.1 Jet clustering algorithm

In a common jet, 65% of its energy is carried by charged hadrons, 25% by photons and

10% by neutral hadrons. Jet reconstruction starts from clustering those PF particles

in the defined jet cone. The jet clustering algorithm used in analyses covered by this

thesis is called anti-kT algorithm [107], which is described as follows.

" Define d,, distance between PF particle i and j, and di,B, distance between PF

particle i and beam (B),

A?.
d ijy = m in (k 2 , k ef , ( 4 .3

diB

where kt is the transverse momentum, A?. = (y,- yj) 2 + (#, - #) 2 , R = 0.4 is

the radius of the jet cone and p = -1 as a scale parameter.

* Identify the smallest distance among all dij and di,B.

* Combine particle i and j if it is a d2,j. Otherwise, define particle i as a jet and

remove it from next iterations.
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Category Neutral Charged
ID variable Hadron Fraction EM Fraction Multiplicity Hadron Fraction EM Fraction Multiplicity

Selection < 0.99 < 0.99 > 1 > 0 < 0.99 > 0

Table 4.2: Jet noise ID selections.

o Repeat previous steps until no particles are left.

The jet four momentum is then determined as the sum of four momenta of all

particles inside the jet. In order to mitigate the effect from pile-up, the charged

hadron subtraction (CHS) algorithm [108] is exploited to remove the charged hadrons

associated with pile-up vertices from the PF particle lists. An additional energy

correction is applied assuming uniform energy density in the jet cone, to remove

the remaining contribution from neutral and charged particles originating from the

pile-up vertices.

The jet energy response, which is defined as the ratio of reconstructed jet energy

to the reference jet energy, i.e the energy of all stable particles produced by the event

generator inside the jet except the neutrinos, is not unity due to several sources,

such as the non-linearity of the calorimeter responses to hadronic and electromagnetic

(EM) particles inside the jets, energy thresholds in the calorimeters and PT thresholds

in the tracker. To account for this, jet energy corrections [109] are derived from

simulation and applied to bring the jet energy response back to unity and remove any

dependence on jet PT and q.

4.5.2 Noise jet identification

To distinguish physical jets from calorimeter noise, a set of selections [110] are required

on the PF particle multiplicity and jet energy fraction carried by different types of

PF particles inside a jet, which are summarized in Table 4.2. Those identification

(ID) variables are sensitive to different sources of noise from the ECAL and HCAL.
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4.5.3 Heavy-flavor jet identification

Heavy-flavor jets are jets originating from b or c quarks. We define jets that contain

at least one b hadron are b jets, those that contain no b hadron and at least one

c hadron are c jets, and the remaining jets are called light-flavor jets or "udsg"

jets. Heavy-flavor jets have many unique properties, compared to light-flavor jets.

First, the lifetime of heavy-flavor hadrons are long, which results displaced tracks

and secondary vertices. Secondly, the decay products tend to have a larger PT as the

b and c quark have larger masses. Thirdly, electron and muons are often present in the

decay products. Therefore, corresponding discriminant variables f111] are exploited

to identify b and c jets.

Especially, efficient identification of b jets are important for many measurements of

standard model physics and searches for new physics, including the search for neutral

Higgs boson generated in the b quark associated production, which will be discussed

in Chapter 7. The combined secondary vertex (CSV) algorithm, which combines

various discriminant variable, mainly based on displaced tracks and secondary vertex

information, and outputs a single discriminator value, is deployed in the analysis. The

algorithm can be applied to jets with PT > 20 GeV and 1r71 < 2.4, with a efficiency of

66% and a mistag probability of 1% for the selected working points.

4.6 Missing transverse momentum

Missing transverse momentum (pMiss) is used to indicate the existence of particle that

do not interact with detector material, most notably neutrinos, and is also expected to

be a signature of new particles beyond Standard Model. In this section, the methods

to reonstuct miss
to reconstruct PT are described and filters to remove spurious energy also discussed.

4.6.1 p'is reconstruction algorithm

The reconstruction of pmL"' is based on the conservation of momentum in the trans-

verse plane. The PT's' is defined to balance the vectorial sum of the transverse

67



momenta of all reconstructed objects:

Nobjects

i:=1

(4.4)

Similarly, to account for detector response as described in Section 4.5.1, the jet energy

corrections are propagated to the p "' calculation:

Nobjects

PT

Njets

PTi - ,- pTJ).
j=1

4.6.2 p"iS" filters

Along with genuine pT' created from undetectable particles, fake piss is also in-

troduced due to uninteresting reasons such as detector noise, cosmic rays and beam

halo particles. 5 To reconstruct p"S accurately, various filters [1121 are applied at

different reconstruction steps in order to minimize those fake pTZSS.

HCAL filters are exploited to reduce the spurious energy due to noise in the hy-

bride photodiode (HPD) and readout box (RBX) electronics. ECAL filters are used

to eliminate energy from interaction with photodetector and other inactive materi-

als. Machine-induced backgrounds including beam halo particles usually leave energy

deposits along straight lines in the calorimeters, which are removed with beam halo

filters.

5Beam protons might interact upstream of the detector and create beam halo particles.
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Chapter 5

Z Boson Production Cross Section

Measurements

The Z boson production process is crucial for LHC physics programs. The feature of

the large cross section (~ nb, see Figure 1-1), clean detection signature of the lep-

tonic decay products, and sufficiently understood theories (to NNLO QCD and NLO

EW) allows the inclusive production cross section to be measured very accurately.

The theoretical uncertainty on the detector acceptance correction can be further re-

duced by applying kinematic cuts and measuring the so-called fiducial cross sections.

The precise measurements probe high-order pQCD and help quantify the order of

magnitude of the not-yet-calculated contributions.

In addition to the inclusive production cross section, the large datasets collected at

the LHC also permit for measurements of differential production cross sections with

high precision. The measurement of the transverse momentum of Z boson (pZ) is of

particular importance, as it probes different aspects of the strong interaction. The

low p4 end behavior is dominated by initial-state radiation (ISR) and the intrinsic

PT distributions of the initial-state partons, which are modeled by soft-gluon resum-

mations or parton shower models, while the high p4 end performance is governed by

quark-gluon scattering, which is described by pQCD.

The low 4 domain can be alternatively probed with the 0* observable [11.3],
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which is defined as:

*= tan( 2 )-sin(6*)
n- +251

cos(*) =tanh(7  )

where A# is the absolute value of the azimuthal difference of the two muons, and q

refers to the pseudo-rapidity of the positive and negative muons. The 0* is highly

correlated with pz/mre, but less sensitive to the smearing effects since it is built

entirely by angular quantities of the two muons, which in fact resulting in smaller

experimental uncertainties than p .

The measurement of rapidity distribution (yz) gives a direct determination of the

momentum fraction of the interacting partons Xa,b, via [5]:

Xa=b z yZ (5.2)

which can provide additional constraints on the PDFs. The transverse momentum

distributions of muons in the final states (pT , p'_) are also sensitive to resummations.

5.1 Measurement overview

In this chapter, measurements of the following Z boson production cross section quan-

tities in the muon channel are presented:

" Inclusive total Z boson production cross section: atot

" Inclusive fiducial Z boson production cross section: o -fid

" Differential Z boson production cross sections with respect to observable 0: dcyZ* M

where 0 is p , yZ, 0*, p or pA .

70



5.1.1 Inclusive Z boson cross section measurements

By definition, the Z boson production cross section we want to measure is:

~tot,-P* = of x BR(Z -+ p+ -) - . (5.3)

is the recorded integrated luminosity by the CMS detector, for the data-taking

periods which are used for the measurements. While NIjt- " is the total number

of Z -+ -+j- events that the detector should have recorded if it has full geometric

and kinematic coverage and 100% detection efficiency.

However, as the detector has limited coverage and imperfect efficiency, it is com-

mon to define acceptance and efficiency as follows:

NZ-+I+P-

A = d -* (5.4)
N z-+t1+A-tot

= e N +_.(5.5)

fid

Nf7 'd~ denotes the number of Z - p+j- events that the detector should have

recorded inside the predefined fiducial region if with 100% detection efficiency, while

Ne- denotes the number of Z -+ y IC events that are actually triggered, re-

constructed and selected in this region.

Moreover, not only true Z -* p'4c- events, Nse , would pass the selection

requirements, other processes that have or fake to have the same p+t- final state

can also pass the criteria and become backgrounds, Nbk, which have to be subtracted

from the observed Z-like events Nobs" , in order to determine the correct cross

section:
NzAL+~ = P - Nkg (5.6)

s obs sel

Finally, based on Equation 5.3 - 5.6, we reach the master formula to calculate the
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total and fiducial Z cross section measurements:

- z ~ -- Nakg
Atot A , (5.7)

f4 + + A Nbkg ( 5.8

aZ A +,I- - -A = obs sel (5.8)

As can be seen in Equation 5.7 and 5.8, the major components for inclusive measure-

ments are clearly divided. In the measurements, observed Z-like events, N ,

are counted from data, background contributions N, b, acceptances A and efficiencies

c are estimated using simulation, with data-to-simulation single muon efficiency scale

factors applied to account for the muon efficiency differences between data and simu-

lation. Measurements of integrated luminosity (L) is an independent and established

project in CMS. Its basics are described in Section 6.1 and more details can be found

in Ref. [111].

5.1.2 Differential Z boson cross section measurements

Straightforwardly, for differential cross section measurements, Equation 5.8 can be ap-

plied to each differential bin of the observable under study. For instance, to measure

the p, distribution, individual yields in each Apz bin can be corrected by correspond-

ing efficiency evaluated in that specific fiducial region, E(A), i.e doing a bin-by-bin

correction:
AZ- _ bsN QN7e (5.9)

However, the bin-by-bin approach is not correct when the amount of event migrations

from a bin to others is not negligible, considering there exists smearing effects due

to limited detector resolution. An alternative approach, unfolding based on Bayes'

theorem [11&5], by building a response matrix in order to unfold the detector level

information to the particle level information, is deployed. In our measurements, the

response matrices are estimated from simulation, with data-to-simulation single muon

efficiency scale factors applied as well.

The rest of this chapter is organized as follows. First, the data and simulated sam-
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ples used in the measurements are described in Section 5.2. After Z event selection is

briefly discussed in Section 5.3, the fiducial region definition and acceptance results

for the inclusive Z cross section measurements are presented in Section 5.4. Effi-

ciency measurements are elaborated and corresponding scale factors are documented

in Section 5.5. Section 5.7 describes the signal extraction for inclusive measurements

and Section 5.8 discusses the unfolding technique exploited in differential measure-

ments. Finally, after systematics estimations are summarized in Section 5.9, the Z

cross section measurement results are presented in Section 5.10.

5.2 Data and Simulated Samples

5.2.1 Data samples and triggers

The data used in the measurements are taken from 25 ns bunch crossing conditions

of proton-proton collisions at center-of-mass energy of V/s=13 TeV, collected from

September to November in 2015 data-taking period (see Figure 5-1), which corre-

sponds to an integrated luminosity of 2.3 fb- 1 [114].

The Z candidate events are selected from all events collected by the lowest PT

threshold, non pre-scaled isolated single muon trigger. For 2015 data-taking period,

it is HLT_ IsoMu2O, which requires at least one muon with PT > 20 GeV and 1rqj <

2.4, and passing loose isolation and identification requirements.

5.2.2 Simulated samples

Simulated signal samples are generated to model the Z boson production and decays

into muon pairs. This is done with two NLO generators: aMCANLO [77, 78] as

the nominal one to estimated the acceptance and response matrices, and POWHEG

[79-82] as an alternative to evaluate the modeling systematics. The NNPDF 3.0

[1116] is used as PDF input. The simulated background samples are also used to

determine the normalization of the background contamination, which is about ~0.5%

and mainly comes from top pair and diboson productions such as W*WT, W*Z and
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Figure 5-1: Day-by-day integrated luminosity of 2015 data-taking period [10].

ZZ. Those simulated samples are generated with POWHEG [79-82] and PYTHIA

[71.]. Descriptions of those generators can be found in Section 2.1.2. Additional

proton-proton interactions per bunch crossing (pile-up effects) are also considered in

the simulated events, by reweighting the pile-up distribution of generated events to

match that observed in data.

5.3 Fiducial region and Z event selection

In the inclusive Z cross section measurements, the fiducial region is defined with cuts

on the transverse momenta and pseudo-rapidities of the two muons:

d PA > 25 GeV,

e Irf < 2.4.

The choice of PT threshold is to avoid the trigger turn-on inefficiency region, while

the 1r/q is set to be consistent with the acceptance of the muon detectors. Depending

on whether the muon momenta are evaluated before or after the final state radiation

(FSR), the fiducial cross sections are measured with respect to both dressed muons
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(pre-FSR) and naked muons (post-FSR). Additionally, 60 < Mz < 120 GeV is used

to define the Z cross sections.

With above definitions, the Z event selection requires presence of at least two

opposite-charged muons with PT > 25 GeV and Ir11 < 2.4, and have an invariant mass

with in the mass window of 60 < M,, < 120 GeV. The muons are selected with

Tight ID and Tight PF-based isolation requirements as described in Section 4.3.3 to

enhance the prompt muons from decay of Z bosons.

5.4 Acceptance

Acceptance is estimated from simulation according to the definition in Equation 5.4.

The nominal signal sample, i.e aMCANLO with NNPDF3.0, is exploited. Based on

the fiducial region definition in Section 5.3, the following ratio is evaluated:

N 3+"O (pt > 25GeV, |r| < 2.4,60 < Mz < 120GeV)
Ac- = C . (5.10)

Nijc' (60 < Mz < 120GeV)

For naked level acceptance, the post-FSR particle level information is used. While

for dressed level acceptance, the p' is calculated by adding back the four-momenta

of photons that are not from hadronic decays and inside the cone AR = 0.1 around

each muon.

5.4.1 Acceptance uncertainty evaluation

The sources of uncertainty on acceptance include: the PDF uncertainty, higher-order

pQCD and soft QCD corrections, and higher-order EW corrections.

PDF uncertainty mainly concerns the uncertainty on ozs and the choice of heavy-

flavor quark masses. Its impact is estimated by re-calculating the acceptance using

PDF replicas ', following the NNPDF 3.0 collaboration recommendations [116].

Uncertainties due to missing higher-order QCD corrections are divided into two

components. First, ResBos [Ci5] and DYRes [ial, which provides accuracy at NNLO

la set of PDF created from sampling technique.
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Source PDF NNLO+NNLL >NNLO FSR EW Total
Uncertainty 0.7% 0.9% 0.6% 0.3% 0.4% 1.4%

Table 5.1: Summary of the theoretical uncertainty on acceptance.

naked level acceptance 0.366t0.005
dressed level acceptance 0.372 0.005

Table 5.2: Acceptance results from simulation.

for matrix element calculation and NNLL for resummation, are used to compute the

acceptance. The envelop of the differences with respect to the nominal value is taken

as one uncertainty component. Second, the missing QCD effects beyond NNLO are

estimated by scale variation (PF=PR=Mz,2Mz,Mz/2) using FEWZ [61]:

1
U-scale = Imax[|AMz - A2M AMz - AMz/2 , A2MZ - AMz/21], (5.11)

where A, is the acceptance by setting the scales to y.

Uncertainties from high-order EW corrections are also considered in two aspects:

the FSR modeling and EW virtual corrections. To evaluate, HORACE generator

[117], which enables options to include FSR correction only (HORA CE-FSR-only)

and also loop corrections (HORACE-all), is exploited. The uncertainty on FSR

modeling by PYTHIA in the nominal sample is estimated by comparing the nominal

acceptance value to that calculated from HORACE-FSR-only. The size of virtual

corrections is quantified by comparing acceptances between HORACE-FSR-only and

HORACE-all.

Uncertainty results are summarized in Table 5.1. As can be see, the uncertainties

from all sources are small, which indicates the aMCANLO generator already provides

a good inclusive description for QCD and EW effects in the Z boson production.

Therefore, the higher-order effects are treated as uncertainties instead of additional

corrections to the nominal acceptance value. To conclude, the nominal acceptance

values and the uncertainties are reported in Table 5.2.
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5.5 Efficiency

The Z event efficiency is defined in Equation 5.5, i.e, the fraction of Z events that

are actually triggered, reconstructed and selected in the fiducial region. In both

inclusive and differential Z cross section measurements, the Z event efficiencies are

estimated from simulation, with data-to-simulation scale factors applied to account

for the trigger, reconstruction and selection efficiency difference between data and

simulation. In this section, we will first describe the methodology of measurements

for single muon trigger, reconstruction and selection efficiencies, present corresponding

results and systematics, then discuss how to integrate them into Z event efficiency.

The total efficiency for a muon in the selected Z event can be factorized into

three efficiency types, considering all potential detection inefficiencies in triggering,

reconstruction (in inner tracker (tracking) and muon detectors (standalone)) and

selection (via identification (ID) and isolation (Iso) requirements) steps:

CA = Etrigger X Etracking+ID+Iso X Estandalone, (5.12)

where efficiencies in each type can be measured using the tag-and-probe method [ 118,

which is a generic technique to measure self-defined object efficiency in a unbiased

way by exploiting di-object resonances such as Z boson or J/0.

5.5.1 Tag-and-probe method

Based on tag-and-probe approach, the steps to measure single muon efficiencies for a

specific efficiency type are summarized as follows.

1. Build di-muon resonance with one leg passing tight selection (tag) and the other

passing a loose selection (probe).

2. Divide resonances into passing and failing category, depending on whether the probe

is passing required criteria.

3. Fit di-muon invariant mass distribution M, simultaneously for passing and failing

category to extract the signal yields Npsais and Nsg.f ail~
NSg

4. The efficiency is then determined by E = pass
Npass fqail
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Figure 5-2: Muon object efficiency steps.

Tag and probe selection

For all efficiency types, the tag selection is to be as tight as possible, i.e, passing Tight

ID and Tight PF-based isolation, and matching to trigger object, to ensure a pure

and unbiased Z event sample. The probe and passing probe selections depend on

the specified efficiency type. Considering the construction step of a muon object, the

probe selection of current step is always the passing probe selection of previous step.

To clarify, we define the following abbreviations and illustrate the efficiency steps in

Figure 5-2.

" TRK: a tracker muon (defined in Section 4.3.2),

" STA: a standalone muon (defined in Section 4.3.2),

" GLB: a global muon (defined in Section 4.3.2),

* SEL: a selected muon, i.e, global muon passing ID and isolation requirements,

" HLT: a selected muon also matching to the trigger object.

Therefore, it is straightforward to see that the probe is TRK and passing probe is

GLB for Estandalone. For Etracking+ID+Iso, the probe is STA and passing probe is SEL.

For 6trigger, the probe is SEL and passing probe is HLT.

(PT, r) binning of probe

To account for the kinematic dependence of efficiencies and corresponding scale fac-

tors, the efficiencies are measured in defined (PT, r) binning:
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* PT: {25 GeV, 40 GeV,oo},

* r: {-2.4, -2.1, -1.2, -0.9, -0.3, -0.2, 0, 0.2, 0.3, 0.9, 1.2, 2.1, 2.4}.

The PT-dependence of efficiencies are small, so that only two PT bins are applied.

Instead, there are more q-dependence due to the muon detector geometry of barrel

(0<J9q<1.2) and endcap (0.9<17H<2.4), as well as the feature of less instrumentation

between the central muon wheel and the two adjacent wheels at 0.2<177<0.3 [19].

Fit model of signal and background

As described previously, simultaneous fits with "signal + background" models are

performed to the invariant mass distributions for passing and failing category, in order

to subtract the backgrounds that are not from the Z resonance. This is done when the

background contribution is not negligible, which is the case for Etracking+ID+Iso and

6standalone in data. Otherwise, for 6 trigger and all efficiencies measured in simulation

(using DY signal samples only), simple counting is performed.

The two signal models exploited in efficiency measurements are denoted as MC*Gaus

and BW*CB, which are both physically well motivated. MC*Gaus is the convolution

of the invariant mass template from simulation and a Gaussian function:

fMC*Gaus(MA,) = fC(Mtt) * exp( (Mv _ M2 ), (5.13)
M

where the fmc(M,,) template is built by selecting the simulated tag-and-probe events

with identical requirements, in order to model the FSR and detector effects. While

Gaussian function takes into account the energy scale shifts (by M0 , initialized at

zero) and smearing effects (by am, initialized at ~ 2 GeV, to be the CMS detector

resolution for Ml,) in the real data relative to simulation. MC*Gaus is used as

the nominal signal model to produce central results. Alternatively, the other signal

model B W*CB is also considered for signal shape systematic studies, which is the

convolution of the Breit-Wigner [1191 and Crystal-Ball function [1201:

1
fswecB(MI) M * fcB(M,,), (5.14)

(/_I - Mz)2 + (-F )2
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where the

exp((Mt2 M) 2 ) > -a

fCB (Mpk) = m (5.15)
a otherwise(b-M - " M (5.15)

I M

n |a2
a =FM (- )b= Ijexp( 2 (5.16)

n
b = |a|.

Breit-Wigner is a common function to model resonance, where Mz = 91.1876 GeV

and Fz = 2.4952 GeV are fixed to be the current best estimation of mass and width

of Z boson [4]. Crystal-Ball is a piece-wise function including a Gaussian core with

parameter Mo and aM to account for energy scale shift and mass resolution, as well

as a power-law low-end tail with parameter n and a to simulate the FSR.

For the background modeling, three simple function forms, exponential, quadratic

and power-law function, are deployed:

feXP(M'U) = exp(cMtf),

fquad(M1 I) = po + p 1M,, + P2M, (5.17)
1

fPL (MoI) = M

where c, Po, Pi, P2 and a are floating parameters. To ensure good fitting performance,

a per-fit procedure is usually done to (60, 80)U(100, 120) GeV range with background

models only to constrain the parameters. fex is sufficient when background contri-

bution is small, so that it is used as nominal model to fit for Etracking+ID+Iso- fquad

is motivated by the off-peak M,, distributions in the failing category of estandaione,

which can be well described by the polynomial curve. fPL is utilized as the alterna-

tive function for both Etracking+ID+Iso and Estandalone to evaluate the background shape

uncertainties. Fit examples are shown in Figure 5-3, for Etracking+ID+Iso and Estandatone,

passing and failing category, respectively.
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Figure 5-3: Fit examples for tag-and-probe invariant mass distributions for Etracking+ID+Iso
(top) and Estandalone (bottom), passing (left) and failing (right) category, respectively.

5.5.2 Single muon efficiency and scale factor results

Single muon trigger, tracking-identification-isolation and standalone efficiency scale

factors are simply defined by:

(5.18)

where Edata(PT, TI) and EM (PT, 7) are corresponding efficiencies measured in data and

simulation, respectively, based on the tag-and-probe method describe in Section 5.5.1.

Efficiency results are shown as a function of 7 in Figure 5-4. The trigger inefficiency

is mainly due to LI trigger and the online isolation requirements, while the variations

in 71 are from the muon detector geometry that affects Li trigger efficiency. The

tracking-identification-isolation efficiencies vary between 90-95% for low-PT bins and

95-98% for high-pT bins. The standalone efficiencies are mostly consistent with unity,

except for the dip in 0.2< qj<0.3, where there is a known issue of less instrumentation

between the barrel wheels.

Scale factors are also reported in Table 5.3, 5.4 and 5.5. The data and simulation
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--2.4 < q < -2.1 -2.1 < < -1.2 -1.2 < 77 < -0.9 -0.9 < < -0.3 -0.3 < q < -0.2 -0.2 < q < 0
25 < PT < 40 0.949 i 0.003 0.972 + 0.001 0.964 0.002 0.976 0.001 0.939 0.003 0.970 0.001
40 < PT < 00 0.962 0.002 0.976 i 0.001 0.965 0.001 0.978 + 0.001 0.948 0.002 0.981 0.001

0 < q < 0.2 0.2 < 77 < 0.3 0.3 < 77 < 0.9 0.9 < < 1.2 1. 2 < 77 < 2. 1 2. 1 < 77 < 2.4

25 < PT < 40 0.969 0.001 0.936 0.003 0.979 0.001 0.958 0.002 0.972 t 0.001 0.938 1 0.003
40 < PT < 00 0.975 0.001 0.943 0.002 0.982 t 0.001 0.963 0.001 0.979 0.001 0.958 0.002

Table 5.3: Single muon trigger efficiency scale factors in (PT, q) bins.

-2.4 < < -2.1 -2.1 < < -1.2 -1.2 < < -0.9 -0.9 < 7 < -0.3 -0.3 < < -0.2 -0.2 < 7 < 0
25 < PT < 40 0.985 i 0.002 0.996 0.001 0.996 0.002 0.996 0.001 0.987 0.003 0.990 0.002
40 < PT < 00 0.982 0.001 0.990 0.000 0.990 0.001 0.991 0.000 0.986 0.002 0.990 0.001

0 < 7 < 0.2 0.2 < 7 < 0.3 0.3 < 7 < 0.9 0.9 < 77 < 1.2 1.2 < < 2.1 2.1 < < 2.4

25 < PT < 40 0.989 0.002 0.990 0.003 0.993 0.001 0.988 0.002 0.996 0.001 0.980 0.002
40 < PT < 00 0.989 0.001 0.987 0.002 0.989 0.001 0.982 0.001 0.993 1 0.000 0.982 + 0.001

Table 5.4: Single muon tracking, identification, isolation efficiency scale factors in (PT, q)
bins.

agree within 1-2% for reconstruction and selection efficiencies. Those scale factors

are then propagated to next steps.

5.5.3 Efficiency systematics evaluation

Three sources of systematics are taken into account for efficiency measurements: the

choices of signal, background model and the binning. For binning uncertainty, a

simplified binning is applied to re-evaluate the efficiencies and scale factors. For

signal model uncertainty, a non-trivial approach by toy experiments is exploited and

summarized as below.

1. Fit data with MC*Gaus and exponential to get nominal efficiency result ftrue and

uncertainty -true*

2. Fit data with CB*BW and exponential.

-2.4 < 7 < -2.1 -2.1 < 7 < -1.2 -1.2 < 77 < -0.9 -0.9 < 7 < -0.3 -0.3 < 77 < -0.2 -0.2 < q < 0
25 < PT < 40 0.989 0.001 0.996 0.001 0.992 0.001 0.997 0.001 0.985 0.003 0.998 0.001
40 < PT < 00 0.991 0.001 0.998 0.000 0.996 0.001 0.997 0.000 0.989 0.002 0.998 0.001

0 < 77 < 0.2 0.2 < 77 < 0.3 0.3 < < 0.9 0.9 < 7 < 1.2 1.2 < 77 < 2.1 2.1 < < 2.4

25 < PT < 40 0.998 0.001 0.984 0.002 0.999 0.001 0.991 0.001 0.998 0.001 0.991 0.001
40 < PT < 00 0.999 0.000 0.983 0.002 0.997 0.000 '0.991 0.001 0.998 0.000 0.994 0.001

Table 5.5: Single muon standalone efficiency scale factors in (PT, 7) bins.
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Figure 5-5: Examples of pull distribution for signal shape uncertainty study.

. Generate 1000 toys with CB*B W parameters from Step 2 and exponential parameters

from Step 1.

4. Fit each toy with MC*Gaus and exponential to get meas and uncertainty ssmeasm

5. Construct pull distribution by: pull = smaass e )rs s
6. Systematics for each (PTr) bin is then determined by: i g< Pull >avg x tve t

Two examples of the pull distribution when evaluating signal model uncertainty for

6 tracking ID+so, are shown in Figure 5-5 for illustration. It can be observed that the

MC*Gaus and CB*BW behave more differently for the bin on the right than the left.

Background model uncertainty follows a similar method.

Those per-bin uncertainties for single muon efficiencies are then propagated into

the scale factor corrected A e calculation (for inclusive measurements) or response

matrix (for differential measurements) to evaluate the integrated impact on Z event

efficiency.

5.5.4 Z event efficiency and systematics

As mentioned in Section 5.1.2, the Z event efficiencies in differential measurements are

corrected by unfolding the response matrix, and the corresponding efficiency system-

atics will be presented in Section 5.9. To quantify the overall efficiency and systematic

impact, the results for inclusive measurements are shown first in this section.

In the inclusive measurements, Z event efficiency is evaluated as the ratio between

scale factor corrected A - e and A from simulation. While the uncertainties are esti-

mated by taking the relative difference between the nominal value of A. c and the
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nominal signal shape variation background shape variation binning variation total

A - c 0.3079 0.0003 0.3110 0.0003 0.3102 0.0003 0.3083 0.0003 -
Uncertainty - 1.01% 0.73% 0.10% 1.25%

Table 5.6: Efficiency systematic uncertainty evaluations.

A 0.366 0.005
A- 0.308+0.004

0.85+0.01

Table 5.7: Acceptance A, scale factor corrected A -E and Z event efficiency from simulation.

ones with shape and binning variations, see Table 5.6 (uncertainties quoted on A - E

are statistical only), the total systematic uncertainty from efficiency is 1.25%. The

final Z event efficiency result is reported in Table 5.7. Uncertainties quoted are the-

oretical systematics on A and experimental efficiency systematics on A - c, and they

are uncorrelated and add in quadrature to determine the total uncertainty on Z event

efficiency E.

5.6 Muon momentum scale and resolution correction

Rochester correction [121] is applied to correct muon momentum scale shifts for data,

due to detector misalignment and reconstruction bias, as well as inaccurate momen-

tum resolution for simulation, because of the imperfect modeling of the detector

response and material budget.

A comparison of data/simulation agreement in di-muon invariant mass distribu-

tion before and after such a correction are shown in Figure 5-6. As can be seen, the

data/simulation discrepancy around the Z mass peak is resolved by this correction.

The systematic uncertainty of this correction is estimated by varying up and down

by l- according to the calibration uncertainty of the correction, which is propagated

into the final cross section results via signal yields. The impact is at per-mill level for

the inclusive measurements and most of the phase space for the differential measure-

ments, except in the high-pT bins where the scale and resolution uncertainty increases

to a few percent (see Section 5.9).
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Figure 5-6: Data/simulation agreement in di-muon invariant mass (M,,) distribution
before (left) and after (right) Rochester Correction. Simulation is normalized to data yields.

Data yields 1343017 t 1160
Background yields 7050 1330

Background contribution 0.5% t 0.1%

Table 5.8: Data and background yield in fiducial region for inclusive measurements

5.7 Signal extraction

Signal yields are simply determined by counting data events in the fiducial region and

subtracting the background contribution, which is estimated using efficiency scale

factor corrected simulated events. Background processes considered including tt,

W+jets, and di-boson productions WW, WZ and ZZ, which could either produce

a same di-muon final states or fake to have one.

The inclusive yields are reported in Table 5.8, and relative contributions to fiducial

region are illustrated in Figure 5-6. The data yield uncertainties are given by Poisson

statistics. While the background yield uncertainties also include the systematics on

tf and di-boson normalization, which is set to be 10% and 30%, respectively. Those

numbers are estimated based on other early 13 TeV CMS measurements on those

processes [122-124], as well cross-checked by a control region study of ep and 3-

lepton final sates. See Figure 5-7, where a Z-like object is constructed by requiring

the opposite-charge, same PT, q and Mee cuts as the Z event selection for the electron

and muon in ep and the same-flavor pair in iff control region.
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Figure 5-7: Data/simulation agreement in p" in ep control region (left) and p/ in WC.
control region (right).

The background subtraction for differential yields at the detector level is also

determined in the same way2 . The data/simulation comparisons in p1 ,11 *,L+I,

pA and pA variables are shown in Figure 5-8. The agreement is good in general. 10%

discrepancy is observed in some phase space of p" A , which is because the parton

shower in simulation is not well modeled. In addition, as can be see, the background

contribution is small (<1%) across all phase space for differential measurements, the

corresponding uncertainties are mostly at per-mill level, see Section 5.9.

5.8 Unfolding

The detector level distributions of the observables of interest have been presented

in Figure 5-8. However, generally speaking, due to the parton shower, hadroniza-

tion, particle decay and detector effects, the distribution of a measured observable

at reconstruction (detector) level is different from the true distribution at generator

(particle) level. The unfolding method we exploited in the measurements is based

on Bayes' theorem [115], which is superior to other unfolding approaches [125] in the

sense that it is capable to take into account the migration effects between bins, and

avoid potential numerical instability of inverting matrices.

2An alternative approach for background subtraction in differential measurements is to exploit
the unfolding method based on Bayer' theorem, where the background contributions from different
processes can be simply treated as additional bins for truth, see 5.8.1.
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5.8.1 Unfolding methodology based on Bayes' theorem

Starting with Bayes' theorem in terms of the truth in ith bin, (yruth, and measured

observable in Jth bin, O(e s , we have

P(Ojneas ( truth)po (Qtruth)
-P(otruthlomeas) _ Z i (5.19)p(O~uth~~iea) - nt

ruth -P(Qrneas I 0 truth)po(Qtruth)'(.9

where po(Oruth) is the priori distribution of Orulth, which is initialized to be same

as the simulated distribution at generator level. This does not bias the result, as it

will be updated iteratively in the method to approximate the true one, see Section

5.8.3 for details. p(Ojeas Itruth) is defined as response matrix (or migration matrix).

Normalization conditions of those probabilities are:

1. Entrth -PO(Ostruth)_

2. En t
ru

t
h P(yruthIOneas)=1,

3. 0<j =E"" P(O IeS Qtruth) <

After the detector level distribution {n(O9meas)} from data is recorded in mea-

surements, the best estimator of particle level distribution {h(Oruth)} is then built

by:

1meas
iiptr-t > -p(OtruthjOmeas) (Meas)

j=1
nmeas -p ( 0 jmeas I19ruth)po (oQtruths

,=,sA P (Omeas Qrth]Z tut h -P (Oma IOtruth>~p0 (Otruth) n(3es

nmeas

Mijn(Omeas)
j=1

(5.20)

where M i is the unfolding matrix, which is estimated from simulation.

Practically, the unfolding matrix is constructed using a common package called

RooUnfold [126], which takes three histograms as inputs: the 1-dimensional truth dis-

tribution {nMC (Otruth) },the 1-dimentional measured distribution {nMC(omeas)} and

the 2-dimensional response matrix p(Omeas Iruth). The truth distribution is filled
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by events in fiducial region at the generator level, while the measured distribution

is filled by events in fiducial region at reconstruction level, including the data-to-

simulation efficiency scale factors to account for muon efficiency difference between

data and simulation. The response matrix is filled by events in fiducial region both at

the generator and reconstruction level. Examples of response matrices for observables

of interest are illustrated in Figure 5-9.

5.8.2 Binning

Choice of binning concerns two aspects: the migration between bins due to detector

smearing effect and the number of events for each bin. In order to quantify the

migration effect, the bin purity is defined for each bin at the reconstruction level (i.e,

bins on y axis of histograms in Figure 5-9), as the fraction of events coming from

the same bin at the generator level. A minimum of 60% on bin purity is required in

order to have a satisfactory bin resolution ,< 1-. As angular observables have higher

resolution, 90% bin purity is required to prevent large number of bins. Additionally,

each bin must have at least 50 events to avoid tail of distributions. Figure 5-10

presents the bin purity after the optimization procedure described above.

5.8.3 Iterative algorithm and regularization

After unfolding, the prior distribution can be recovered by:

__ truth
,P(otr"th) = (5.21)p(Qtruth) n

t
rut

h f,(Qtruth) (521

which can be verified3 to lie between the initial value Po (Otrulth) and the true one.

Thus, an iterative procedure is performed until the X2 of i((yruth) between iterations

are small enough. However, the ultimate true priori determined by numerical calcu-

lation might be highly unstable. Therefore, regularization is introduced by stopping

iterations before the priori reaches the true value.

3 See Section 6 of G. D'Agostini' paper [111]

90



Migration matrix (aMC@NLO)

reliminary

-0.6

-0.5

-0.4

-0.3

0.2

0.1

0.0
10 102 10
p (hadron level) [GeV]

Migration matrix (aMC@NLO)

57
Q

A?

0

C.L

(D
CD

0
0

>1
~)

a)

a)

0

a1)

'a

0.

102

01

- 0

-

-D

0
0

C)

:'0 10-1

10-2

In-

a)

0

a)

Migration matrix (aMC@NLO)

CMS Preliminary

-I
-3 1G-2 10-1 1

1 * (hadron level)

Migration matrix (aMC@NLO)

CMS Preliminary

-1

0.5

2 1020
7- 0.4 )

- 0.2 0

0.1

-0.0
2.0 102

dron level) p (hadron level) [GeV]

Migration matrix (aMC@NLO)

CMS Preliminary 0.7

Ii

1.J2
pg (hadron level) [GeV]

D.5

0.1

0.0

Figure 5-9: Response matrices for pli" (top-left), 0* (top-right), ly+- I (middle-left),
g (middle-right) and pA (bottom) observables. Matrices are determined from aMCONLO

simulation and normalized according to normalization condition 2 in Section 5.8.1.

91

10 3
CMS

102

10

2.4
2.2- CMS Preliminary

2.0-
1.8
1.6 -
1.4-
1.21-
1.0
0.8
0.61
0.4
0.2

0. 0.5 1.0 1.5

Iy"I (ha

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.0

0.6

0.5

0.4

0.3

0.2

0.1

0.0

10



.0

CL

1.0

0.9

0.8

0.7

0.6
0.5
0.4
0.3
0.2
0.1
U.

1.0

0.8

0.6

0.4

0.2

-0

=3

1.2-

1.0

0.8

0.6

0.4

0.2

10-310 102 103

pT [GeV]

0.5 1.0

-0

CL

1.5 2.0

lyP'

1.0
0.9

0.8
0.7

0.6
0.5

0.4

0.3

0.2
0.1
0.0

.0

C-,

1.0

0.9

0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

102

102 10~1 1

_CMS Preliminary

102
p [GeV]

p. [GeV]

Figure 5-10: Bin purity for observable plI+ (top-left), 0'*

left), pg (middle-right) and pl (bottom) binnings.

92

- CMS Preliminary - CMS Preliminary

CMS Preliminary

CMS Preliminary

1

(top-right), I y/-+ /_I(middle-



10

10

10

1

-1

-2

1 -3

10 10 10

Figure 5-11: Unfolded distribution of p + after different number of iterations.

Iteration 1 2 3 4 5 6 7 8
X2 6.303 1.240 0.472 0.214 0.110 0.063 0.040 0.027

Table 5.9: x2 of a toy p+ distribution between iterations.

Studies suggest the results are actually not very insensitive to the number of

iterations. Figure 5-11 shows the unfolded distribution of pj'" after different number

of iterations, and Table 5.9 compares the x 2 of a toy p*"- distribution between

iterations, which indicates the optimal number of iteration is 2-3.

5.8.4 Unfolding uncertainties

The uncertainties introduced specifically by the unfolding procedure include two

items: model dependence systematic uncertainty of unfolding matrix and statisti-

cal uncertainties propagated from measured distributions n(Oea") and the unfolding

matrix Mij.

Model dependence uncertainty

As described previously, the unfolding matrix is built entirely relying on the nominal

simulated sample, aMCANLO, which means that one assumes the parton shower,
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hadronization and detector smearing effects in aMC@NLO are same as in data. The

systematic uncertainty of this assumption is estimated by comparing the unfolded

distributions using two different unfolding matrices: one from the nominal simulated

sample (ihnominal), and the other one from an alternative simulated sample, POWHEG

('halternative). Figure 5-12 shows corresponding response matrices using POWHEG

sample and the solid black histograms in Figure 5-13 present the relative systematic

shifts of model dependence uncertainty, which is defined as:

truth _ halternative(Otruth) _- fnominal (Otruth) (5.22)
nnominal(O ) )

However, as can be observed, the model dependence uncertainty determined in this

way is highly affected by statistical fluctuations in some phase space of the observables,

especially for high-pT regions, where number of events in both data and simulation are

limited. To have a more reliable uncertainty estimation, Gaussian kernel smoothing

[127] is exploited. The smoothed uncertainty b(Oruth) is the weighted average of

the neighborhood bins, while the weights W are defined in the sense that weights

are larger for bins which are closer and have smaller statistical fluctuations (i.e, more

events). Formally,

p(Qtuth)= Zf
t
ru

t
h D(otruth) . W(otruth, Qtruth)

Zf
t
ru

t
h W((truth, Otruth)

0 truth - truth
Q~tut truth) W(oruth) 20.2 -)W(O~ 2o-grt) xa - 2 ),(5.23)

Otruth
1

(6,(Otruth))2
W(Otruth 1

Zn
t

=1
t  

(6a(Qtruth))2

The smoothing curves and the smoothed model dependence uncertainties can also be

found in Figure 5-1 3 .

Statistical uncertainty

To evaluate the statistical uncertainty in the unfolded distribution i(Oruth), one can

not simply do ,i(Otruth). Because it is the measured distribution n (O7eas) follows
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Poisson distribution, but not h(ruth), which actually consists of contributions from

different measured bins so that has correlations across bins. It is also affected by

limited simulated events in unfolding matrix. Formally, according to Equation 5.20,

the covariance matrix of n(Qrth) can be determined by uncertainty propagation

from n(omeas):

.lmeas nmeas i(otruth) 
a es

V hp rt)f tuh k -V ( n eas) ,m(OTeas)). 1hO ru
k(1(Y , Onth),heoguth)) O nl((9meas)j=1 j=1

(5.24)

However, an alternative approach, to create 1000 toys by ntY(0,meas) ~ Gaus(n(Omeas) j)

and construct the sample covariance of the unfolded distributions, is more accurate

and practical, especially for the unfolding method based on Bayes' theorem, and thus

deployed in the measurements. The statistical correlation matrices determined in this

way are illustrated in Figure 5-14.

5.9 Systematics

The sources of systematics considered in the analysis consist of theoretical uncertain-

ties on the predictions, including:

" PDF choice,

" higher-order QCD correction,

* higher-order EW correction,

" FSR modeling,

as well as experimental uncertainties on measurements, which are summarized as

follows:

" luminosity,

" muon efficiency scale factor correction,

" muon momentum scale and resolution correction,

* background subtraction,

* model dependence in unfolding.
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Muon efficiency 1.3%
Background subtraction 0.1%
Total experimental 1.3%
PDF 0.7%
QCD correction 1.1%
EW correction 0.4%
Total theoretical 1.4%
Luminosity 2.7%
Total 3.3%

Table 5.10: Systematic uncertainties on the inclusive measurements

The dedicated methods for uncertainty evaluation have been elaborated in Section

5.4 for theoretical sources and Section 5.5 to 5.8 for experimental ones. Additionally,

the luminosity uncertainty for 2015 data-taking period is 2.7% [Y11].

5.9.1 Inclusive systematics

The systematic results for each individual component in the inclusive measurements

have been discussed in Section 5.4 to 5.7 and are now summarized in Table 5.10. As

can be seen, the luminosity uncertainty is dominant, and the other experimental and

theoretical systematics are comparable, which are both at percent level.

5.9.2 Differential systematics

To integrate the systematics into differential measurement results, for each source k,

l- variation of the correction (for efficiency scale factor and momentum scale and

resolution uncertainty) or the normalization (for luminosity and background uncer-

tainty) is applied to simulated events individually. The modified unfolded distribu-

tions (hnmodified) are then determined using correspondingly adjusted unfolding matri-

ces and detector level data distributions with the adjusted backgrounds subtracted.

Then the systematic uncertainty for source k can be calculated by taking the relative
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difference from the nominal unfolded distributions (?kOdified):

n ( 0 truth tuh
Dk (-truth "modified h - nnominali . (5.25)

Tnominal (Otruth

Figure 5-15 illustrates the relative systematic uncertainties for each specific source

as well as the total contribution except for the luminosity, over entire phase space of

corresponding observables of interest. As can be observed, the luminosity uncertainty

of 2.7% is still the leading systematics in most regions of the phase space. While the

unfolding uncertainty is also dominant in some regions, typically ranging from 1-

5% and increasing to -10% where there is limited simulated events. The efficiency

scale factor systematics account for 1-2% and stay very stable over entire regions.

The uncertainty for muon momentum scale and resolution correction is negliable for

angular observables as expected but increases as a function of PT. The background

systematics are tiny compared to others. Finally, the different sources of systematic

uncertainties are added in quadrature to determine the total uncertainty.

As might be seen, in the differential measurements, different sources of systematics

are treated uncorrelated, while for a same source of systematics, different bins are

treated 100% correlated. To visualize the correlation for the total systematics across

phase space of interested observables, the following correlation matrices are defined:

p( ., .) cov(i, j)
cy(Otruth)ur(Otruth)(.6

Z i (5.26)
cov(i, j) = ZDk( ruh) x Dk (Qtruth)

k

where ((O,uth) is the total uncertainty for bin i. Figure 5-16 presents the results

of those correlation matrices. The uncertainties across bins are still strongly corre-

lated, and some of the off-diagonal bins lose correlation because the non-correlated

systematics.
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Total data yields 1343017 + 1160
Background yields 7050 1330
Dressed acceptance 0.372 t 0.005
Naked acceptance 0.366 0.005
Efficiency 0.85 0.01

Table 5.11: The total data and background yields, dressed and naked level acceptance and
overall Z event efficiency for inclusive measurements.

5.10 Results

5.10.1 Inclusive results

The intermediate results for acceptances, efficiencies and yields and corresponding

uncertainties have been presented separately in previous sections for inclusive mea-

surements and are now summarized in Table 5.11.

Total Z cross section

According to Equation 5.7, the measured inclusive total Z cross section for dimuon

mass in the range of 60-120 GeV is:

-(pp -+ ZX) x B(Z - lp) = 1870 2(stat) 35(syst) 51(lumi)pb.

In order to compare with theoretical predictions, FEWZ code [6-1], which pro-

vides cross section calculations at NNLO QCD and NLO EW, and various PDF

set as inputs, are exploited. The uncertainties in those calculations, including PDF

uncertainties and scale variations, are also considered. Table 5.12 summarizes the pre-

dicted inclusive total cross sections by FEWZ, with NNPDF 3.0 [116], CT14 [12>],

MMHT2014 [129], ABM12LHC [1301 and HERAPDF15 [131] as PDF set input. The

comparison shows good agreement between measured value and theoretical predic-

tion, which indicates NNLO QCD and NLO EW describes the inclusive cross section

reasonably well.
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NNPDF3.0 187025 pb
CT14 190058 pb
MMHT2014 1920i| pb
ABM12LHC 192028 pb
HERAPDF15 1930904 pb

Table 5.12: The FEWZ prediction for inclusive cross sections, with various PDF sets as
input.

Naked o-YiWvz A 684 k 23 pb
Dressed z' A 695 t 23 pb

Table 5.13: The theoretical prediction for fiducial cross sections.

Fiducial Z cross section

According to Equation 5.8, the measured Z cross sections in defined fiducial regions

for dimuon mass in the range of 60-120 GeV are:

0dked(P -+ ZX) x B(Z - pp) = 684 1(stat) 9(syst) + 19(lumipb,

dressed(pp -+ ZX) x B(Z -+ t) = 695 k 1(stat) 9(syst) 19(lumi) 2(FSR)pb.

To compare, predictions for fiducial cross sections are also calculated, using the

total cross section prediction by FEWZ and the acceptance from aMCCNLO simu-

lation (Table 5.2), which are summarized in Table 5.13. As expected, the measured

values also agree well with the predictions.

5.10.2 Differential results

Differential Z cross sections are determined from the unfolded distributions of the

observable of interest by:

do- f(t uth)
(d ) (5.28)
dotruth w(O~ruth) L 7'

where the w(O rt) is the width of bin i, while L, the integrated luminosity.

Figure 5-17 and 5-18 present the differential cross section results and the com-
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parison with theoretical predictions from aMCANLO (NLO generator), POWHEG

(NLO generator) and FEWZ (NNLO fixed-order calculation). The shaded (colored)

bands around data points (prediction values) represent total uncertainties, while the

solid lines are for the statistical components. For predictions, the total uncertainties

include the PDF uncertainty and scale variations.

The precision of the differential cross section measurements is mostly dominated

by systematic uncertainties for all phase space, except for high-pT regions, where

the results are statistically limited. Leading systematics for different observables and

regions have been discussed in 5.9.2. As can be seen, in the pPi" region of tens

to hundreds of GeV, the NNLO FEWZ predictions agree with data very well within

a few prercent, but below 10 GeV the fixed-order calculations fail and resumma-

tion is needed to restore the agreement with data. Correspondingly, the generator

aMC NLO and POWHEG, which match NLO matrix elements to LL parton shower,

provide relatively good predictions at low and intermediate pP>t, but deviate at high
AA-

pT4 , still covered by the theoretical uncertainties. This is also reflected in #* dis-

tributions as which is highly correlated with p1_1L .
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Chapter 6

Z Boson Counting as Luminosity

Monitor

The precise and prompt measurement of luminosity is of great importance for the

LHC. First, integrated luminosity recorded by the detector provides overall normal-

ization of data used in all physics analyses. This is crucial, especially for precision

measurements of SM parameters, such as W and Z boson and tf production cross

section measurements [132, 133], where the luminosity uncertainty has become the

leading experimental uncertainty. An accurate luminosity scale helps reduce uncer-

tainties of those measurements, which as a result could help precisely quantify the

high-order QCD corrections and constrain PDFs. Second, during data-taking period,

the detector has responsibility to provide real-time feedback about instantaneous

bunch-by-bunch luminosity delivered by LHC, in order to allow quick diagnosis and

optimization of LHC performance.

To satisfy both precision and promptness requirement of luminosity measurement,

CMS has developed a hybrid approach: online luminometers with preliminary cali-

bration to provide fast response and offline luminometers with dedicated calibration

for physics purpose. Five subdetectors have been exploited as luminosity monitors in

CMS, taking the advantage of intrinsic linear relationship between instantaneous lu-

minosity and the rates of corresponding observables measured on each luminometers.

The principles of luminosity measurements in CMS are discussed in Section 6.1.
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However, independent cross-checks of the absolute normalization as well as the

linearity and stability of luminometers are strongly desired, in order to increase con-

fidence of both online and offline luminosity measurements. Z bosons, one of the

standard candles, are deployed as a new luminometers in this context. The method,

which is based on the fact that Z boson production rate on LHC should be also pro-

portional to the instantaneous luminosity, will be denoted as "Z counting" from now

on. Dedicated arguments for motivation of establishing such a method can be found

in Section 6.2.

Following the luminosity measurements in CMS and the motivation of Z counting,

the rest of this chapter is organized as follows. First, the overall strategy of Z count-

ing and workflow implementation are described in Section 6.3. In Section 6.4, data

samples used in Z counting analyses and event selection are discussed. Measurements

of the three components in Z counting analysis, acceptances, efficiencies and signal

yields are then presented in details in Section 6.5, 6.6, and 6.7, respectively. Lastly,

the Z counting measurement results are discussed in Section 6.8.

6.1 Luminosity measurements in CMS

By definition, the integrated luminosity L (time integral of the instantaneous lumi-

nosity Y) follows:

L J (t)dt = , (6.1)

where N is the number of events of interest and o- the corresponding cross section.

Luminosity measurements in CMS are exactly based on the differential form of this

definition:

-Z (t) = R , (6.2)
o-vis

where Rej, is the rate of observable measured at each luminometer, while 0-vi. is the

corresponding visible cross section, which is determined by absolute scale calibration

using van der Meer scans.

The five CMS luminometers and the corresponding rate observables are described
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in Section 6. 1.1. The principles of absolute scale calibrations are elaborated in Sec-

tion 6.1.2. Section 6.1.3 discusses the correction and uncertainties of Rft, and 0-vis

measurements.

6.1.1 Luminometers and rate observables

Pixel Luminosity Telescope and Fast Beam Conditions Monitor

The Pixel Luminosity Telescope (PLT) [134] and the Fast Beam Conditions Moni-

tor (BCMiF) [135] are two independent sub-detectors for luminosity measurements.

They share the same carriages, which are located outside the pixel endcaps, about

1.8 m from the IP. The PLT consists of 8 telescopes at each end around the beam

pipe, with 3 radiation-hard silicon pixel sensor layers for each telescope. For BCM1F,

24 sensors with three different technologies are exploited, including polycrystalline

diamond (pCVD), single crystal diamond (sCVD) and silicon pixel.

To monitor luminosity, PLT uses the number of triple coincidence of the three

layers as the rate observable and then applies zero-counting algorithm ' to calculate

the average rate. BCM1F follows a similar idea. Together with HF, these three

systems utilize a separate data acquisition system to allow fast online bunch-by-bunch

luminosity measurements. The position of PLT, BCM1F and HF luminometers with

respect to the entire CMS detector are shown in Figure 6-1.

Hadronic forward calorimeter

The hadronic forward calorimeter (HF), introduced in Section 3.2.3, exploits two main

approaches to measure luminosity. HF-Occupancy (HFOC) uses tower occupancy as

the rate observable while HF-ET (HFET) utilizes the linear relationship between the

sum of transverse energy deposited in HF detector and the number of interactions

per bunch crossing. Compared to HFOC, HFET has the advantage that it does not

saturate at high instantaneous luminosity, and as a fact HFET was proved to provide

the best offline measurements for most of the 2017 data-taking period, when the pixel

'Zero-counting algorithm assumes the triple coincidence counts follows a Poisson distribution,
then the mean counts p can be determined from the probability of zero counts p(O) via pt = -lnp(O).
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Figure 6-1: The PLT, BCM1F and HF luminometers in the CMS detector. [22]

cluster counting, which used to be the most reliable luminometer, experienced severe

hardware failure 2

Pixel cluster counting

The extremely high-granularity feature of the silicon pixel sensors (~ 107) results in

very low occupancy in the CMS pixel detector, which as a result could provide good

linearity and stability for high-precision luminosity measurements.

Number of pixel clusters per event is the rate variable for this method, thus this

luminometer is denoted as pixel cluster counting (PCC). PCC was the primary offline

luminometer to provide the integrated luminosity for data taken in 2015 and 2016.

Drift tube

The drift tube (DT) in barrel muon system is also deployed to provide reference

for offline luminosity measurements. The corresponding rate variable is the number

of muon segments in muon barrel track finder (MBTF). The DT also has the low-

occupancy feature, but unlike PCC, the rate is relatively low, so that DT cannot

2 DC-DC converter issues in 2017 caused exclusion of a large number pixel modules.
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provide per-bunch measurements.

6.1.2 Absolute scale calibration and Van der Meer scans

To interpret the measured rates from different luminometers into luminosity values,

the corresponding absolute scale calibrations, i.e. visible cross sections o,j in Equa-

tion 6.2, are determined for each rate observable through an indispensable technique

that Simon van der Meer developed during his work at the Intersecting Storage Rings

(ISR), van der Meer (VdM) scans [136].

The principle of calibration with VdM scan methodology is illustrated as follows

[i2]. Given number of protons (N, N2) and proton density (p1(x, y), p2 (x, y)) in

two colliding bunches, and orbit frequency f, if assuming no crossing angle, the

instantaneous luminosity of colliding two bunches separated by (Ax, Ay) can be

expressed by:

Y(Ax, Ay) = N1N 2 fJ pI(X, Y)P2(X + AX, y + Ay)dxdy. (6.3)

If further assuming there is no x-y correlation in the proton density functions 3, i.e,

pi(x, y) = pi,x(x)pi,y (y), where i = 1,2 for colliding bunches:

Y(Ax, Ay) = NiN2 f[J Pi,x (X)P 2 ,x (x+Ax)dx] [ pi, ,(y)p 2,y(y+Ay)dy]. (6.4)

The integral of proton density can be replaced 4 by the ratio of luminosity quantities

and then scaled into measurable rate quantities, and further rewritten into convolved

3 This is not necessarily true in reality. As a fact, the existence of x-y correlation introduces one
of the leading systematics in luminosity measurements. See Section 6.1.3 for details.
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widths (beam overlap widths) E,, and E.:

Y(Ax, Ay) = N1N2f Y(Zxo, AYo) Y(AXO, Au0 )f " Y(Axo, Ay)d(Ay) f. Y(Ax, Ayo)d(Ax)

= N1 N f R(Axo, Ayo) R(Axo, Ayo)
f_+ R(Axo, Ay)d(Ay) f_+ R(Ax, Ayo)d(Ax)

N1 N2f

Then with Equation 6.2, the visible cross section can be then calculated with:

27rE.,EYR(Axo, Ayo)
o~ViS = NNf(6.8)

N1N2f

Experimentally, two separate scans over x and y direction are performed. Rates

on luminometers are measured at certain intervals of beam separation and scan curves

are fitted with a double Gaussian after subtracting backgrounds, which are due to

machine introduced background (MIB) or detector noise, or alternatively, fitted with

a double Gaussian after subtracted backgrounds. Example of such a fit to scan curves

can be found in Figure 6-2.

Then the beam overlap widths EZ and E can be derived from the fitting param-

eters of the two Gaussian functions (amplitudes A1 ,A 2 and widths a-, -2 ) by:

Ao-1 + A 2u 2
E = (6.9)

while the rest of Equation 6.8 can be derived from amplitudes of the normalized scan

curves. Since the beam overlap widths are characteristic features of the beam, they

do not depend on either luminometers or rate observables. In practice, VdM scans are

4Integrate Equation 6.4 over Ax, while Ay = Ayo is fixed:

J .0t(Ax, Ayo)d(Ax) = N1N2 f IJ P1,y (Y)P2,y (Y + Ay)dy}. (6.6)

Substitute Equation 6.6 into Equation 6.4, the integral of proton density can be expressed by:

+00 Pi,X(X)P 2 ,x(X + Axo)dx = Y(AXO, Ayo) (6.7)
00 f '(Axo, Ay)d(Ay)(67
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Figure 6-2: An example of double Gaussian fit to normalized scan curves for a single bunch
recorded by PLT for a scan in the x (left) and y (right) direction. [23]

Table 6.1: Summary of measured visible cross sections for different luminometers. The
uncertainty quoted includes variation among scans. [23]

done multiple times and with different bunch pairs. The overall visible cross section

is then determined by taking the weighted average over bunch crossings and scans.

A summary of the measured visible cross sections for different luminometers in 2017

data-taking period can be found in Table 6.1.

6.1.3 Systematic uncertanties

The systematic uncertainties of luminosity measurements can be grouped into two

categories: normalization uncertainties on the absolute scale calibration, which is

introduced by performing VdM scans and independent of luminometers, and the in-
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tegration uncertainties on luminometer-specific rate measurements.

The sources of uncertainties considered for both categories are listed as follows

and the corresponding correction and systematic results of luminosity measurement

for 2017 data-taking period are summarized in Table 6.2.

Sources of normalization systematics

* Length scale calibration. The actual beam separation might be different from

the nominal beam separation determined by beam steering magnets. Beam spot

positions that are reconstructed by using information from the inner tracker

detectors are used to calibrate the nominal beam separations.

* Orbit drift. Beam positions are measured right before, at head-on, and right

after each scan to monitor the orbit drift during scans. This is done by Diode

ORbit and OScillation (DOROS) Beam Position Monitor (BPM) system and

arc BPMs.

* X-y correlation. Proton density functions in colliding bunches are not x-y fac-

torizable. Beam imaging scans [1371] are taken to reconstruct proton density

using measured vertex distributions.

" Beam-beam effect and dynamic-3*. Deflection and de-focusing effect due to

electromagnetic forces are parameterized as a function of beam separation.

" Variations among different scans, colliding bunch pairs and luminometers.

Sources of integration systematics

* Luminometer-specific effect.

- For instance, HFET was the primary offline luminometer for 2017. Af-

terglow effects (out-of-time response due to detector material activation)

were estimated by modeling the in-time bunch response leaking into next

bunch and forming long tail over bunches.
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* Stability and linearity are evaluated from luminosity

ters as a function of time/instantaneous luminosity.

* CMS DAQ deadtime: the time that CMS does not

triggers.

ratio between luminome-

record data due to busy

Systematic Correction (%) Uncertainty (%)
Length scale -0.9 0.3
Orbit drift - 0.2
x-y correlations +0.8 0.8

Beam-beam deflection +1.6 0.4
Normalization Dynamic-3* - 0.5

Beam current calibration - 0.3
Ghosts and satellites - 0.1

Scan to scan variation - 0.9
Bunch to bunch variation - 0.1

Cross-detector consistency 0.4-0.6 0.6
Afterglow (HF) 0.2E0.3

Integration Cross-detector stability - 0.5
Linearity - 1.5
CMS deadtime 0.5

Total 2.3

Table 6.2: Summary of the corrections and systematic uncertainties of
measurements for 2017 data-taking period. [21]

CMS luminosity

6.2 Motivation of introducing Z counting

Despite the existence of aforementioned various luminometers in CMS, other lumi-

nosity determination methods are still required for both the LHC and CMS detector.

First, during LHC running, significant luminosity difference have had been observed

unexpectedly between CMS and ATLAS. See Figure 6-3 for example. However, we

didn't know the discrepancy was real (i.e. the LHC delivered different amount of

luminosities to CMS and ATLAS, which could cause different physics reach for the

two detectors in long run) or "artificial" (i.e. mismeasurement by one or both ex-

periments), since those measurements are based on online luminometers, which are
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Figure 6-3: Instantaneous luminosity discrepancy between CMS and ATLAS online mea-
surements (left) and CMS online luminometers (right) in Fill 4990. [24]

potentially affected by mis-calibration and could have large uncertainty as high as

~10%. Precise (~3%) calibration from VdM scans could be achieved but take months

to finalize and not acceptable for prompt LHC diagnosis and optimization. Therefore,

luminosity information with intermediate precision and timescale of 1-2 weeks after

data taken is at request to help monitor online measurements.

Second, a new luminometer which has comparable precision as offline luminome-

ters and does not depend on VdM scan is desired for CMS luminosity measurements

as well. Before linearity was improved for HFET in 2017, PCC was the only lumi-

nometer which could provide luminosity measurements at 2-3% precision level. It is

necessary to find another approach with similar accuracy to cross check PCC results.

All standard luminometers take absolute scale calibration from VdM scans. Although

dedicated studies have been performed to estimate the uncertainty, the existence of

an unknown but non-negligible source of systematics is still possible.

Given the above, Z-+ p+y- events are ideal for being a rate observable as lu-

minosity monitor. First of all, as a standard candle, Z boson production process

on LHC is theoretically well understood. NNLO predictions of Z boson production

cross sections with percent level uncertainty are available and in good agreement

with experimental results [132]. Secondly, large Z boson production cross sections

on LHC and high, stable muon detection efficiencies make it possible to accumulate

enough event yields to fit in the time budget required for luminosity monitoring, e.g.

-20 minutes. Thirdly, clean experimental signature of di-muon final state and small
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background contamination further reduce the experimental uncertainty, in order to

achieve the desired precision level.

The Z counting method has two unique features. As Z boson production cross

sections are same at IPI and IP5, the Z boson production rate itself is a comparable

observable between ATLAS and CMS. In addition, as muon reconstruction, selection

and trigger efficiencies are intermediate products in Z counting analyses, the efficiency

results in such fine time interval provides complementary information for data quality

monitoring of muon system as well.

6.3 Analysis strategy and workflow overview

The overall analysis strategy exploited in the inclusive Z boson cross section measure-

ments in Chapter 5 also applies to Z counting analysis. Compared to the Z boson

cross section measurement, the most different and challenging point is that Z count-

ing analysis has to be done continuously per very short time interval and promptly to

provide results after data-taking. This requires not only a well-established analysis

strategy but also a reliable framework for automation.

In the Z counting analysis, instead of measuring total Z boson cross section

O- or fiducial Z cross section ozf'' to provide indirect luminosity information,

it is more convenient to define the following variables as observables for luminosity

monitoring purpose.

6.3.1 Z counting observables

Recorded and delivered luminosity measured by Z counting

Given Equation 5.7, a straightforward approach to determine the recorded luminosity

measured by Z counting, which is a function of time t, fz-conun9(t), is to simply

twist the equation:

N z__+ -, __ Nbkg
Z--counting __ obs set (6.10)
rec A -E(t) -+&eo

119



where N"je- , N bk, A and e are defined as same as in Chapter 5, but N e4e- (t),

Nslk(t) and c(t) can vary, as the detector condition changes from time to time, and

thus have to be measured repeatedly for every time interval. While the Uo-4zOf can

either be taken from theoretical predictions or existing experimental measurements.

Then, LZ-counting (t) can be compared with the corresponding recorded luminosity by

other luminometers for the same data-taking period, i.e, LPLT(t), tBCM1F(t), LHFe(t)

LDT(t) or L'pc (t), if available, to help monitor CMS online and offline luminosity

values.

In addition, to provide luminosity information for LHC diagnosis, the delivered

luminosity is further determined by taking correction of the deadtime of the detector:

,jZ-counting t) N(t) - Ns () x1(6.11)
del A - c(t) -atot'+- 1 - deadtime[%](t)'

Z counts and Z rates

As CMS and ATLAS agreed on a same fiducial region for Z counting studies, both

A and o--4&i are constant at both detectors, the rest of the equation is delivered Z

counts, or Z rates if further dividing by time T, in the defined fiducial region:

()+ N (t)Nbk- (t) 1
f iddel E(t) 1 - deadtime[%](t) (6.12)

Rz-connu (t) -A - oe-)(-))

Rz-4+t- t) NOib M' ( - Nse'l (t ) X1 X
fid,del ((t) xTx 1 - deadtime%](t)' (6.13)

( yZ-counti'ng (t) Z. A.
e 1""() - A -ao t

These two observables are in fact used to compare delivered luminosity to assist

LHC machine diagnosis in the joint CMS-ATLAS synchronization exercise. Since the

theoretical and other experimental uncertainties on A and a-&j + - do not enter the

measurements, Z counts and Z rates can be determined at high precision.
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Figure 6-4: A sketch of Z counting workflow.

6.3.2 Workflow automation

Automation of the Z counting in muon channel has been realized with the aid of

the CMS DQMOffline framework [138] and Cron job scheduler. The implementation

includes two steps: source step and harvest step. A flow diagram is sketched in Figure

6-4 to illustrate the steps and main components involved in the workflow.

Let us first introduce some terms to better illustrate the workflow. A LHC fill is

defined as the period from beam injection to the beam dump. Within a same LHC

fill, there are one or more CMS runs, which consist of a number of lumisections. Each

lumisection lasts 23.3 seconds.

Source step

Source step is executed in DQMOffline framework. The Z counting module has been

implemented in the DQM sequence for SingleMuon primary dataset 5 , where his-

tograms for calculating observed Z yields NO7"' " (t) and efficiencies 6(t) are booked

and filled. The output file containing desired histograms, DQMIO.root, is produced

for every CMS run and usually ready 3-5 days after data taking, which is the time

needed for dataset preparation.

5Data recorded via triggers that select events with at least one muon object.
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Figure 6-5: An example of byLS.csv from BRIL tools, exhibiting CMS run number, LHC
fill number, lumisection number, time, HLT path, delivered luminosity, recored luminosity,
average number of pile-up and the source of luminosity measurements for each lumisection
per line.

Harvest step

In addition to NZ-II, (t) and e(t), time stamps and deadtime information are also

required to determine Z counts, N; " (t), and Z rates, R /' (t). The efficiency

correction Ae(t) needs to be applied and is parameterized as a function of the mean

number of pile-up. Online luminosity measurements are also desired to check statis-

tics when merging lumisections. A tool developed under the CMS Beam Radiation

Instrumentation and Luminosity (BRIL) project [1'39,140] is exploited to provide all

those information per lumisection in the format of byLS.csv, which is the other input

to the harvest step. An example of a byLS.csv file can be found in Figure 6-5, which

illustrates CMS run number, LHC fill number, lumisection number, time, HLT path,

delivered luminosity, recored luminosity, average number of pile-up and the source of

luminosity measurements for each lumisection per line.
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Once the histograms from source step are accessible, they will be merged according

to desired size of the data chunk. The size parameters are chosen in order to ensure the

statistical uncertainty for each measurement is smaller than 1%. Currently, the size is

set to be every 50 lumisections, with an integrated luminosity of 10 pb-' as threshold

to ensure enough number of events. That is, if a data chunk has integrated luminosity

less than 10 pb- 1 , it will be merged with next chunk until the entire merged chunk

has reached 10 pb-1 . This usually happens towards the end of a long fill, where the

instantaneous luminosity has dropped dramatically before the fill is dumped. Then,

for every data chunk, one Z counting measurement is performed and corresponding

results are posted to webpages to enable cross checks of the CMS online luminometers

and synchronization with ATLAS for further detector and machine diagnosis.

Accessing DQM histograms, creating BRIL byLS files and running Z counting

analyses to post result plots are all automatically done via Cron, a time-base job

scheduler. Harvest step usually takes several minutes to hours, depending on the

data size.

6.4 Data samples and event selection

6.4.1 Data samples and triggers

The Z counting studies analyzed data from 2015 and 2016 with the offline framework.

Since the beginning of the 2017 data-taking period, the Z counting automation imple-

mentation has been deployed in production and effective. The Z candidate events are

selected from all events collected by the lowest PT threshold, non pre-scaled isolated

single muon trigger. For 2017 and 2018 data-taking period, it is IsoMu27, which re-

quires at least one muon with PT > 27 GeV and JrJ < 2.4, and passing loose isolation

and identification requirements.
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average pile-up as a function of time in Fill

CMS Run Begin time End time LJS j[pbl] nMeas
321305 2018.08.15 01:53:49 2018.08.15 19:07:39 612.38 41
321310 2018.08.15 19:37:36 2018.08.15 20:44:49 16.85 2
321311 2018.08.15 20:47:33 2018.08.15 20:52:10 0.48 1
321312 2018.08.15 20:54:30 2018.08.16 01:50:33 61.57 6
321313 2018.08.16 01:54:20 2018.08.16 04:38:07 27.74 3

Table 6.3: LHC Fill 7056 report. [241

6.4.2 Example LHC fill

To illustrate, LHC Fill 7056 is chosen from now on to explain the intermediate steps

and results. It is a relatively long fill (26.7 hours) and thus spans a wide range of

instantaneous luminosity values and pile-up conditions, see Figure 6-6. More details

for this fill including begin and end time, recorded luminosity by CMS online lumi-

nometers, 2CMS, and number of Z counting measurements, nMeas, for each CMS run

can be found in Table 6.3.

6.4.3 Event selection

The Z event selection in Z counting analysis is based the Z boson cross section mea-

surements [132], described in Section 5.3. That is, two opposite-charge high-pT muons

come from a good primary vertex, and the reconstructed di-muon invariant mass is

in a mass window around Z boson mass.

However, there are several differences from the nominal selection requirements in
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Section 5.3.

* No further isolation requirements on muon objects. Pile-up condition varies

dramatically from the beginning to the end of a typical fill (Figure 6-6). To

avoid the pitfall that isolation variables and thus results would be affected by

pile-up, additional cuts on those variables were removed.

* PT > 30 GeV, to adapt to the 2017 and 2018 trigger PT threshold and avoid the

turn-on inefficiency.

* IT1 < 0.9 is added for barrel measurements only, in addition to i'| < 2.4 for

inclusive measurements, in order to allow a cross check and reduce systematic

uncertainties.

* 66 < MM+ - < 116 GeV is used to define the Z cross section. In order to allow

direct comparison of Z yield and Z rate for the joint CMS-ATLAS synchro-

nization exercise, the Z cross section is defined to adapt to ATLAS convention,

instead of the usual CMS convention of 60 to 120 GeV.

6.4.4 Implementation and N -" " (t) results

Three one-dimensional histograms for barrel-barrel, endcap-endcap, and inclusive

di-muon final states, are booked for each CMS run and filled with selected events

to determine NQ-7" " (t). An example of such a histogram, showing the inclusive

Nz-IIs (t) as a function of lumisections in CMS Run 321305, LHC Fill 7056, can

be found in Figure 6-7.

6.5 Acceptance

As described in 5.4, acceptances are determined with simulation. The simulated

sample used for 2017 and 2018 Z counting analysis is generated using MadGraph [73]

generator with MLM merging scheme [76].
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Figure 6-7: An example of Nz7'+" (t) histogram for CMS Run 321305, LHC Fill 7056.

Category Total BB BE EE Inclusive
Number of events 8724920 679707 1022560 920835 2623102
Acceptance 1 0.077904 0.117200 0.105541 0.300644

Table 6.4: Pre-FSR generator level acceptance.

According to the definition of acceptance in Equation 5.4 and fiducial region def-

inition in Section 6.4.3, we can define the following categories of Z -+ p4p- events:

" Total: 66<M,+,,-<116 GeV, no PT, 7q cuts,

e Barrel-Barrel (BB): 66<MA+,- <116 GeV, PT,,+,PT,,->3 0 GeV, 177,+, 7 1 <0.9,

" Endcap-Endcap (EE): 66<ML+,-<116 GeV, PT,,+,PT,/,->30 GeV, 0.9<K9,+j,|q,- <2.4,

" Barrel-Endcap (BE): 66<M +,- <116 GeV, PT,,L+,PT,,->30 GeV, 1,+ <0.9, 0.9< q,-1<2.4

or - <0.9, 0.9<17,+1f<2.4,

" Inclusive: 66<M, +,-<116 GeV, PT,,+,PT,1,->3 0 GeV, jr/,+jiy,-j<2.4.

Simple counting in number of events in each category is performed using simulated

sample, and corresponding ratio to the number of events in Category Total is the

acceptance by definition. Results are summarized in Table 6.4.
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6.6 Efficiency

Efficiency measurements are essential to the Z counting analyses. The overall strategy

exploited here is same as the Z boson cross section measurements described in Section

5.5. That is, the event efficiencies are obtained from simulation and corrections

are applied via single muon trigger, selection, and reconstruction efficiency data-to-

simulation scale factors. Single muon efficiencies are measured with tag-and-probe

technique (see Section 5.5.1) as well. Although the number of efficiency measurements

performed in Z counting is huge (for instance, 53 measurements are done for Fill 7056),

no shortcut on methodology is taken in order to remain the precision. Technical

differences are summarized as follows:

* 2 I| bins (Barrel and Forward) are used to measure single muon efficiencies,

instead of multiple (PT, 7) bins, in order to trade off small event yields (~

10pb- 1) per measurements.

* Efficiency corrections are parameterized offline using simulation before data

taking as a function of pile-up, in order to fit in automation. More details can

be found in Section 6.6.2.

* Dedicated pre-fit procedure and fit x 2 monitor are enabled in order to ensure

efficiency fit quality and robustness in automation.

6.6.1 Single muon trigger, selection, reconstruction efficiency

The total single muon efficiency is factorized in the same way as in Equation 5.12.

As described in Section 6.4.3, no isolation requirement is applied in the Z counting

selection. Therefore, the factorization formula can be revised into:

CA = Etrigger X 6 tracking+selection X Cstandalone, (6-14)

where the selection includes muon identification criteria only. The corresponding

tag-and-probe definitions are also revised accordingly.
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Figure 6-8: Example of 6 trngger histograms, for barrel passing (top-left), barrel failing (top-
right), endcap passing (bottom-left) and endcap failing (bottom-right) probes, in CMS Run
321305, LHC Fill 7056

Tag-and-probe implementation

In the Z counting automation, tag-and-probe invariant mass distributions are filled

into 12 (= 3 x 2 x 2) two-dimensional histograms for each CMS run:

* 3 efficiency types: 6 trigger, 6 trackirng+selection and Estandalone,

* 2 |r/ regions: barrel and endcap,

* 2 event categories: passing and failing.

Examples of such tag-and-probe histograms are shown in Figure 6-8, 6-9 and 6-10

for Etrigger, 6 tracking+selection and 6 stanalone efficiency type, respectively.

At harvest step, those histograms are merged and projected into Y axis to re-

cover the traditional tag-and-probe invariant mass distributions, then standard count-

ings/fittings are performed to extract the efficiencies. The functions used to fit

backgrounds are the same as in Z boson cross section measurements, exponential

for 6 tracking+selection and quadratic for Cstandalone. The function used to fit signals for

6 tracking~selection, however, is BW*CB instead of MC*Gaus. This is because the two

models have comparable fitting performance for 6 tracking+selection, but B W*CB does

128



CMS Preliminary 2D1$CMSR ssn321as(z12.4Wp i i(.13 .v CMS Preliminary 21*CMSR.n 32130i612.4
0

6.i .13 TV

105 - 60 i -S 110 di 110 - .

10.

I isV

410 -20

95 92.5

90 30 go, _2

85 20 851.5

75 Y0 75 -

.)..

70 it 70

0 0 5!00 2000 25 0
Lum sections in CMS Run 321305 Lumi sections in CMS Run 321305

CMS Preliminary 218 CMSRe32130S(6124W i .13T.v CMS Preliminary 2018CMsR-32130 124 pb.t r. 13.V

15 1i% -5

11 .4.5

40 

3.

003 -3.5

5 )L H F7l- 6

129

800 1.5

0 o 00 5 , 2O O 1000 1500 2000 25W 0
Lumi sections in CMS Run 321305 Lumni sections in CMS Run 321305

Figure 6-9: Example Of 'Etracking+SeleCtion histograms, for barrel passing (top-left), barrel
failing (top-right), endcap passing (bottom-left) and endcap failing (bottom-right) probes,
in CMS Run 321305, LHC Fill 7056.

CMS Preliminary 2018eu CNu -2130s (612.4 W) . FS=13T.V CMS Preliminary 2018 CUSna RU 210S (612. W) a 11.TV

- 115 40 115 4

800
105 05

1001. 'U' 10

97' 90

Soo0 1000 1500 2000 2500 0 u 00 10 00 20

Lumi sections in CMS Run 321305 Lumi sections in CMS Run 321305
CMS Preliminary 2D18 CMS RUn3213D6(612A pbiat re.13TeV CMS Preliminary 2018 CMSnun21305 612.4Pb-). r.-13T.V

5 - --- -115 77

105 105
100 100

95 954

290



1600 -
CM0 S Preliminary c = 0.9786 0 C9786 .0>M *0.0017 50 CMVS Preliminary -= 0978

1400 -- 0.0 < <o.9 Nv -9073.8 95.7 o.o<li<e.9 - N 198.8 14.7
1 0 Ol8VI C i -,.10 a ~ 000<h .

S1200 9126 Evens N, 52.3 34.3 4 30 GV/c < p, <1I0O GeVC N - 32,2 8.2
Ce-i 231 Events

1000 x2
/DOF = 1.677 - 2

2
/DOF 0.762

> 30-LU 800 LUI

600- 20-

4001-
- ~10-200 70 8

70 80 0 100 110

tag-probe mass [GeV/c
2] tag-probe mass [GeV/c2

Passing probes 20.7 pb7' at Fs - 13 TeV Falling probes 20.7 pb' at FS - 13 TeV

1 IMS Preliminary 0.97 40 CMS Preliminary E = 0.9795 " "> 1400:40A01S0.9 < < 24 N I O .9 110.6 - .)< <2.4 .211.7 17.0
- 00 .V~ 130 f 3 eI ?<100Gf1200 - 76 Events N,, 77.1 47.0 ' - 300GV/<p, <1S00GV/C N, .60.3 11.8

M078o~ 4 30 272 Events
1000 x2

/DOF 1.689 a E
2
/DOF = 0.534

> a) 25-
WU 800 2

20-
6001 -

- ~151
400 10

200 5 T-
0 70 80 90 100 110 0 70 80 90 100 110

tag-probe mass [GeV/c
2] tag-probe mass [GeV/c 2]

Figure 6-11: Etracking+selection tag-and-probe invariant mass distributions and fits for barrel
passing (top-left), barrel failing (top-right), endcap passing (bottom-left) and endcap failing
(bottom-right) probes, in the first 50 lumisections of CMS Run 321305, LHC Fill 7056.

not require creating templates and therefore save CPU time in automation. On the

other hand, it is not the case for Estandalone mass distributions, where BW*CB behaves

much worse than MC*Gaus. Thus, for Estandalone, the MC*Gaus is still exploited and

MC templates are prepared offline before data-taking periods for different pile-up

conditions.

Together with the pre-fit procedure for backgrounds in Estandalone failing category

and X2 monitor mentioned previously, the automatic efficiency fits are good and

robust over time and continuously provide reliable single muon efficiency values. For

example, the fit performance for the first measurements (first 50 lumisections) in CMS

Run 321305, LHC Fill 7056 can be found in Figure 6-11 and 6-12 for 6 tracking+selection

and fstandalone efficiency type, respectively.

Results

The tag-and-probe methods are performed for all measurements for each LHC Fill.

For instance, LHC Fill 7056 are condensed into 53 measurements and corresponding
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Figure 6-12: Estandaone tag-and-probe invariant mass distributions and fits for barrel pass-
ing (top-left), barrel failing (top-right), endcap passing (bottom-left) and endcap failing
(bottom-right) probes, in the first 50 lumisections of CMS Run 321305, LHC Fill 7056.

single muon efficiency measurement results as a function of time are illustrated in

Figure 6-13.

As can be seen, 6
tracking+selection and 6standalone are ~98% and stable over the entire

fill, for both barrel and endcap region. However, slopes are observed for 6 trigger, which

is more pronounced in forward region, ranging from 85% at the beginning to 90% at

the end of the fill. This is expected since there is a loose isolation selection in trigger

requirement and the isolation variables are affected by pile-up, which is large at the

beginning of the fill (Figure 6-6).

One straightforward solution is to use a non-isolated trigger. However, the lowest

PT threshold for a non pre-scaled non-isolated trigger for 2017 and 2018 data-taking

period is 50 GeV, which is too high to accumulate event yields in the desired time

interval for luminosity monitoring purpose. Introducing a non-isolated trigger might

add more backgrounds too.

Because we require only one of the two muons to fire the trigger in selection, as

described in Section 6.4.1, the event trigger efficiency is 1- (1-E1,trigger)(1-E2,trigger)-
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To estimate, in the worst case that both muons are from endcap region, we have:

1 - (1 - 0.9)(1 - 0.9)
1.0131 (6.15)1 - (1 - 0.85)(1 - 0.85)

which means the impact from the 5% difference in Etrigger to the final result is actually

~ 1%.

6.6.2 Z event efficiency

As mentioned earlier, the Z event efficiency is still determined from simulation with

muon efficiency data-to-simulation scale factors applied. In the Z counting machinery,

this is done in two steps. First, simple combinatorics of single muon trigger, recon-

struction and selection efficiencies purely from data is calculated on-the-fly. This is

correct to the first order. Further, a second-order correction due to correlation be-

tween two muons, which is prepared offline before data-taking using simulation, is

added.

Z event efficiency purely from data

To construct Z event efficiency from on data, the following formula is considered,

assuming there is no correlation between the two muons:

no-correlation (1 (1 x1 ~-~ - cpi,trigger) 1 - EA2,trigger) X CIi,tracking+selection X EA2,tracking+selection

X Epi,standalone X EIL2,standalone-

(6.16)

Results of pure-data Z event efficiencies as a function of time are shown in blue curves

in Figure 6-14 for Fill 7056.

Z event efficiency correction from simulation

The simulation samples used to derive correction is described in 6.5. Given the Z

event efficiency definition in Equation 5.5, the correction due to correlation between
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Figure 6-14: Z event efficiency results from pure data calculation and after correction for
Fill 7056.

two muons are determined by:

__ with-correlation _ no-correlation
Z+A Z-+=E

Z -1 1 Ei,trigger) - Ep2,trigger)] (6.17)
fid

X Ei ,tracking+selection X 'EIA2,tracking+selection X E i,standalone X 6 /2,standalone-

All quantities in Equation 6.17 are derived from simulation. Fiducial regions and

selections are defined in Section 6.4.3 and 6.5, and same tag-and-probe techniques are

applied for efficiency calculations. The corrections are determined for BB, BE, EE

separately and parameterized as functions of average pile-up, to account for the pile-

up dependence of this correlation. This step is performed by generating pseudo-data

from Poisson distribution with potential average pile-up coverage and reweighting

simulated events accordingly. Examples of selected possible pile-up scenario and

reweighting processes are shown in Figure 6-15.

Parameterizations are illustrated in Figure 6-16, where the blue curves "combina-

torics" denote no-crelation and red curves denote ewith-correlation on the left hand sideZ-+1411Z-+AtI

and jAel curves are shown on right hand side. jAcl is then fitted with piecewise linear
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Parameters BB BB BE BE EE EE
pile-up range (15,50) (50,60) (15,55) (55,60) (15,40) (40, 60)
PO 0.0123 + 3e-4 -0.0878 2e-4 0.0088 6e-4 -0.0601 4e-4 0.0161 7e-4 0.0013 + 2e-4
Pi 0.00016 le-5 0.002187 3e-06 0.00049 2e-05 0.001790 7-06 0.00030 3e-05 0.00074 5e-06

Table 6.5:
simulation.

Z event efficiency correction parameterization as functions of pile-up using

functions to describe the different feature for medium and high pile-up conditions, for

BB, BE, and EE, respectively:

Ac = p +px < p > . (6.18)

Average pile-up (< M >) range (15,60) is exploited for fitting, which was expected to

cover most realistic pile-up conditions in 2017 and 2018 data-taking period. Beyond

this range, extrapolation is applied. Fitting parameter results are recorded in Table

6.5.

After the correlation correction is applied, the Z event efficiency is what finally

enters the Z rate and other Z counting observable calculation. For Fill 7056, the red

curves in Figure 6-14 denote the Z event efficiency results after correction. It is a
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Process Yields
Z -+ p 325777 + 291
tt 1523 + 8
WW, WZ, ZZ 816 t 35

Table 6.6: Signal and background yields passing event selection from simulation.

1-3% correction depending on pile-up, as observed.

6.6.3 Monitor tool for muon efficiencies

As shown in Section 6.6.1, 6 trigger, Ctracking+selection and Estandalone are intermediate

products in the Z counting analyses. They are constantly monitored for every Z

counting time interval (~ 20 minutes). In-fill stability plots have been seen previously

in Figure 6-13. Multi-fill stability plots are illustrated in Figure 6-17, where average

efficiencies are plotted for single LHC fill for the entire 2018 data-taking period. As

can be seen, all efficiencies are stable overall, except that the trigger efficiencies in

forward region are relatively lower in earlier 2018, due to calorimeter upgrades. Those

types of plots can be exploited for muon efficiency monitoring and complementary to

other muon efficiency studies using a larger dataset.

6.7 Signal extraction

As described in Section 5.7, since the background contributions are small in signal

region, the Z -+ pp yields, Nsj" " (t), are extracted by simply counting events

passing selection NZ'b /I(t), and then applying a correction to subtract background

contribution, which is determined beforehand from simulation.

Simulated samples used for background contribution calculation are the same ones

in Section 5.2.2. The signal and background yields passing event selection are recorded

in Table 6.6, from which the background contribution can be determined to be 1%.

Additionally, this correction is taken as a constant in all Z counting measurements,

since dedicated studies show no obvious dependence on pile-up conditions.
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Figure 6-17: Etrigger, Etracking+selection and Estandalone results for all LHC fills for the entire
2018 data-taking period.

138

8-ea AA A%4&1 j anl00%# ao AN

- CMS Automatic, produced: 2018-11-09 07:35:07

-- CMS Automatic, produced: 2018-11-09 07 35:07



6.8 Results

In this section, results are presented for measurements of the various Z counting

observables described in Section 6.3.1, including Z rates, Z counts, Z fiducial cross

sections as well as measured luminosity by Z counting and its ratio to measurements

by luminometers.

6.8.1 Z rates, Z counts and synchronization with ATLAS

Once we have N -*I+I (t), c(t) and time information, Z counts and Z rates can be

determined by Equation 6.12 and 6.13.

For the joint CMS-ATLAS synchronization exercise, a mutually agreed format

of csv files is written for each Z counting measurements, with following contents:

LHC fill number, fill start time, end time, Z rates, average instantaneous luminosity,

integrated luminosity and Z yields which are delivered by LHC. An example of such

a file for the 53 measurements performed with LHC Fill 7056 is illustrated in Figure

6-18.

In automation workflow, an inclusive csv file is updated daily and results from new

measurements are added by Cron. Z counts, Z rates and other Z counting observable

plots are also posted automatically for luminosity monitoring purpose.

In-fill results

To present in-fill results, z rate observable and two specific LHC fills are deployed:

Fill 7056, the long one (26.6 hours) used for illustration throughout this chapter, and

Fill 6620, which is much shorter (5.2 hours) but has some unusual features we could

exploit to cross check the performance of Z counting and online luminometers.

Z rate measurements and instantaneous luminosity measured by luminometers

from both experiments are shown in Figure 6-19. For each measurements, the total

uncertainty is conservatively estimated to be 3%, which includes -1% statistical

uncertainty on yields, ~ 2% systematic uncertainty on efficiencies and per-mill level

uncertainty on time and deadtime determination. In Fill 7056, CMS and ATLAS
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3: . : 3

Figure 6-18: An example of output csv file for Z counting synchronization. Each line
exhibits the LHC fill number, fill start time, end time, Z rates, average instantaneous lumi-
nosity, integrated luminosity and Z yields for each measurements.
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Figure 6-19: Z rate measured by CMS and ATLAS Z counting workflow (left) and instan-
taneous luminosity measured by CMS and ATLAS luminometers (right) for LHC Fill 7056
(top) and 6620 (bottom).

instantaneous luminosities are almost indistinguishable, which is also verified in Z

rate curves. The kick at 9 hours after fill starts is also manifested. In Fill 6620, three

features are suggested from online luminosity measurements: (1) LHC delivered more

luminosity for CMS than ATLAS from 1 to 2 hours after fill stars, (2) luminosity drops

at very beginning of the fill for CMS and 0.5 hour after fill starts for ATLAS, (3)

luminosity jumps for both experiments ~ 2 hours after fill starts. All those features

are well captured by Z rate measurements. As can be seen, Z counting provides

reliable and complementary information for in-fill luminosities.

Multi-fill results

Two types of monitoring plots are illustrated here for multi-fill results. First, ATLAS-

to-CMS average Z rate ratios per fill are shown in Figure 6-20. Further, Figure 6-21

shows ATLAS-to-CMS Z count ratios per fill as well as comparison with online lumi-

nosity ratios. As marked in Figure 6-21, no data is taken during machine development

(MD) and technical stop (TS), which is accounted for the blank region in the Z count-
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Figure 6-20: ATLAS-to-CMS average Z rate ratios per fill for the 2018 data-taking period.

ing measurements.

In general, both Z rate and Z count ratios are pretty stable over entire 2018

data-taking periods, and consistent with unity, which indicates good and even LHC

performance at IPI and IP5. On the other hand, online luminosity ratios suggest a 3-

5% difference between CMS and ATLAS, which might imply potential mis-calibration

of online luminometers. Moreover, in Figure 6-21, three outliers beyond 1.1 are

observed for Z count ratio, which is also confirmed by luminosity ratios. This is then

found to be affected by gruffalo strikes(beam losses). Given the above, the Z counting

is an precise and complementary tool to check online luminometer calibrations for

both detectors and identify potential problems for LHC machine.

6.8.2 Z fiducial cross sections

If using online luminosity measurements, Z cross sections can be determined and

exhibit another representation of the Z counting results. Independent determination

from theoretical prediction could be used as reference to cross check the results.

In-fill (for LHC Fill 7056) and multi-fill results for Z fiducial cross sections and

stability are illustrated in Figure 6-22. Stability from ATLAS are also presented for

multi-fill plots. Direct fiducial cross section comparisons between two experiments
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Figure 6-21: ATLAS-to-CMS Z count ratios versus luminosity ratios per fill for the 2018
data-taking period, with X axis labeled as fill number (top) and date (bottom).
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Figure 6-22: In-fill (top) and multi-fill (bottom) Z fiducial cross sections (left) and stability
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are avoided here to follow the analysis strategy.

Theoretical prediction calculated by FEWZ [61] using NNPDF 3.1 [116] as PDF

input suggests of7f" = 1923 1 pb for the total Z cross section, which is correspond-

ing to a fiducial cross section u+ = 578 5pb (acceptance taken from simulation).

If taking as reference, it is observed that prior to LHC Fill 7040, the measured Z

fiducial cross sections are 5-6% higher than the predicted value, and stay consistent

afterwards. This drop is corresponding to the drop in ATLAS-to-CMS luminosity

ratios in Figure 6-21, which could indicate that CMS online luminometers were po-

tentially mis-calibrated before Fill 7040 and thus resulted in lower luminosity values,

which is fixed afterwards. Otherwise the overall Z cross section is stable for both

in-fill and multi-fill, no pile-up dependent slope is found for in-fill measurements.

6.8.3 Measured luminosity by Z counting

As mentioned in Section 6.3.1, if taking theoretical prediction as reference and uti-

lize Equation 6.10, the measured luminosity by Z counting allows a straightforward

comparison with measurements by other luminometers, see Figure 6-23. Compari-

son against PCC, DT, PLT and the best values used for physics analyses are shown
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for 2015 data-taking period. In general, good agreements are observed in, difference

between different luminometers are within ~ 1%.

6.9 Summary and outlook

The Z counting -method as a luminosity monitor in muon channel has been well

established and fully automatized during Run II. Z rates, Z counts, Z fiducial cross

sections and other Z counting observables are measured at high precision. This is of

great importance for online and offline luminometer calibration for CMS detector as

well as LHC diagnosis. In addition, the muon trigger, selection, and reconstruction

efficiencies, as by-product of the Z counting study, are also useful for efficiency and

muon-related object monitoring.

Several relevant prospects are being investigated. First, towards the precision

end, as indicated in Section 6.3.1 and 6.8.3, 1-2% theoretical uncertainty has to be

included on the absolute luminosity determination by Z counting, if using theoretical

predictions as input. To avoid the unnecessary uncertainties, a new approach [1.41] is

proposed by taking advantage of the special low pile-up runs. The idea is to measure
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luminosity with CMS luminometers at low pile-up conditions, L/MS and scale by

efficiency-corrected Z yield ratio measured in the special low pile-up, Nj/z, and the

realistic pile-up condition when taking data, N'h(t). Then, the luminosity can be

determined by: N ()

ig" 12c(t) = g h ( .x CMS (6.19)

The luminosity measurements are very likely to be improved, as the uncertainty on

LowJ is mainly the normalization one (see Section 6.1.3) and small -1-1.5%, and

correlated systematics on N'z can be cancelled. There is also possibility by exploiting

the high precision luminosity measurements at LHCb experiments [142], LLHCb, and

also scale by efficiency-corrected Z yield ratio measured at CMS, NgMs(t), and LHCb,

NL'HCb MIie

L Z-ouftifl(t) -Nc bS(t) X ILLHCb(t) (6.20)
LHCb~t

However, dedicated investigation on correlation of Z yields is required to establish

both methods.

Second, towards the promptness end, the Z counting at scouting stage is also

proposed and currently being investigated. Lastly, towards the information end, the

Z counting in electron channel is being finalized for automation, which can provide

independent self cross-check of Z rates as well as electron efficiency monitoring. W

and tf counting points to a possibility for tracking missing energy performance. J/

counting could potentially allow comparison among CMS, ATLAS and LHCb exper-

iments.

To end the chapter, accumulated number of Z bosons by Z counting over time for

2018 data-taking period is exhibited in Figure 6-24. Integrated luminosity measured

by online luminometers are also shown to allow comparison.
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Chapter 7

Search for the neutral Higgs bosons

in the di-muon channel

The light scalar boson with a mass of 125.09 0.24 GeV [.31], discovered [2, 301 at

LHC in 2012, has properties [86-88] that are well consistent with the predicted SM

Higgs boson (denoted as HSM in this chapter). 2018 is a "Yukawa Year". After the

observation of the tfHSM production [4144], HSM - rr [145, 146], and HSM

bb [147, 148], the Yukawa coupling mechanism of SM Higgs to the third generation

fermions are fully confirmed. But the journey is not over, and the Higgs coupling to

second generation fermions are subject to investigation. The next accessible channel

would be HSM - p/. However, the potential to observe it is very unlikely using

existing data [37], since the branching ratio is tiny and the other SM processes, such

as the Drell-Yan and leptonic tf decays, contribute a large backgrounds for the search.

Nevertheless, there are beyond SM models that predict an enhancement of decays

of the neutral Higgs bosons (generally denoted as q) into the di-muon channel, which

motivate this search. For instance, as discussed in Section 2.2.3, in the mostly studied

SUSY model, MSSM, the decays of heavy neutral Higgs bosons, H and A, into a pair

of muons are significantly enhanced for large tan# values, which provides the potential

for a discovery or exclusion of the parameter spaces for specific scenarios.

In the context of the MSSM, the two dominant production channels at LHC for the

neutral Higgs bosons are gluon-gluon fusion (ggo) and b-quark associated production
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(bbq). The bb# is dominant for high tan/ values, while the gg is more relevant at

low tan region (see Figure 2-10). Although the branching ratios decaying to uPp

are almost 3-4 orders of magnitude smaller than that of TT and bb (see Figure 2-

11), the di-muon final state has better experimental accessibility as well as provides

complementary probes, as it can be fully reconstructed and the CMS detector has an

excellent resolution on muon momentum resolution.

7.1 Analysis overview

The expected experimental signature of signal events contains two oppositely charged,

high-pT isolated muons and small piss. The b jets are also present in bb produc-

tion channel while this activity is supposed to be rather limited for gg# production.

The SM processes of Drell-Yan, tt, and diboson productions also produce signal-like

signature and thus contribute as backgrounds.

To enhance the sensitivity, events are categorized and selections are optimized

individually to better target on both production mechanisms. This procedure is

performed with simulation, and data-to-simulation scale factors are applied to account

for the difference in muon triggering, reconstruction, selection efficiencies and b jet

identification efficiencies. Those scale factors are determined in a similar way as

described in Section .

The presence of signals would be characterized by an excess of events over the

SM backgrounds in the di-muon invariant mass (M,,) distributions. To quantify the

number of signal, simultaneous maximum likelihood fits are performed to the M,

distributions in all event categories for statistical analysis. The results are interpreted

based on the likelihood ratios for the background-only and signal-plus-background

hypotheses, both in a model independent way and under the framework of MSSM. For

each interpretation, the background is entirely modeled based on data. In the model

independent interpretation, a single resonance, either narrow or wide 1, is assumed to

'Whether a resonance is narrow or wide depends on how the intrinsic width compares with the
experimental resolution.
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Figure 7-1: Day-by-day integrated luminosity of 2016 data-taking period. [10]

be produced entirely via either gg or bbq production. For this purpose, simulated

samples of bbq and gg# with mass between 130 GeV and 1 TeV are used to model

the signal. In the MSSM interpretation, the simulated samples are combined into the

multi-resonance signal structure according the tested MSSM benchmark scenarios.

The rest of this chapter is organized as follows. First, the data and simulated

samples used in this search are described in Section 7.2. Then, the event selection

and categorization are discussed in Section 7.3. Section 7.4 presents the signal accep-

tance and efficiencies and Section 7.5 elaborates the signal and background modeling.

Finally, after systematic uncertainties are discussed in Section 7.6, the search results

are presented in Section 7.7.

7.2 Data and simulated samples

This search is performed using the data of proton-proton collisions at center-of-mass

energy of /=13 TeV, collected in 2016 data-taking period (see Figure 7-1), which

corresponds to an integrated luminosity of 35.9 fb-1 .
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'Simulated signal samples are generated with PYTHIA [71], to model the charac-

teristics of the Higgs boson productions and decays into muon pairs. Those samples

are produced for a large number of mA and tan# combinations, where mA goes from

130 to 1000 GeV and tan# from 5 to 60. For the model specific predictions of the

Higgs boson masses, cross sections and branching ratios that relevant for this search,

the LHC cross section working group recommendations [9] are followed. Especially,

FEYNHIGGS codes [1.49] are exploited to correct the Higgs boson mass approxima-

tion in PYTHIA.

The backgrounds are modeled using a data-driven approach and do not rely on

background simulation. The simulated background samples are only used to optimize

the selection criteria. The two dominant backgrounds are the Drell-Yan process and

tt production. Other less dominant contributions come from single top and diboson

production processes such as W WT, W+Z and ZZ. Those simulated samples are

generated with aMCANLO [77, 78] and POWHEG [79-82]. Descriptions of those

generators can be found in Section 2.1.2. Additional proton-proton interactions per

bunch crossing (pile-up effects) are also considered in the simulated events, which are

reweighted to match that observed in data.

7.3 Event selection and categorization

Dedicated selections and categorizations are designed in order to improve signal sen-

sitivity for both production channels in this search. As the di-muon decay channel is

exploited, the pairs of energetic and isolated muons form the baseline selection. Then,

to target on the two Higgs production mechanisms with different b jet activities and

different background contributions, events passing the baseline selection are classified

into two categories for individual optimization. This procedure is performed with

simulation, as mentioned previously.
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ID Isolation Triggers Offline PT, 'q cut

Tight PF-based, loose IsoMu24, IsoTkMu24 26 GeV, JqJ < 2.4
High-pT Tracker-based, loose Mu50, TkMu50 53 GeV, JI < 2.4

Table 7.1: Summary of online and offline muon selections for two different muon objects.

7.3.1 Muon pair selection

Since the search is performed for the Higgs bosons with a large range for mass as-

sumptions from 130 to 1000 GeV, the muon pairs decaying from the Higgs bosons are

expected to distribute in a wide PT range. To ensure high muon detection efficiency

over the wide PT range, two different IDs are exploited: PF-based Tight ID and non

PF-based High-pr ID, which aims to complement efficiency for muons with PT >

200 GeV, as described in Section 4.3.3. Two isolation variables are used accordingly:

PF-based isolation if identified by Tight ID and tracker-based isolation if identified

by High-pT ID. Loose working points are applied for both isolation variables.

The offline kinematic cuts are determined to adapt to the corresponding lowest-

threshold unprescaled triggers. Tight ID muons are selected from events collected by

an isolated trigger with PT threshold of 24 GeV. Since the online isolation variable

is PF-based, High-pT ID muons utilize a non-isolated trigger with PT threshold of 50

GeV. Therefore, in order to be fully efficient, the offline PT cuts are chosen to be 26

and 53 GeV, respectively, and JqJ < 2.4. Above online and offline muon selections

have been summarized in Table 7.1.

The events are required to contain at least two oppositely charged tight or high-pT

muons. Most likely, both muons in the selected pairs pass both Tight and High-pT ID.

In those cases, the priority is given to Tight ID, in the sense of choosing the isolation

variables and matching to the trigger objects. Number of signal events increases

about ~5% when adding the High-pT ID. The contribution from cases that one muon

passes Tight ID and the other passes High-pT ID is 2 0.05% and not included in

selection to avoid trigger object matching complication. If more than one oppositely

charged muon pair are found, the pair with the highest PT are considered.
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Figure 7-2: Left: b jet multiplicity in events with M,, > 130 GeV. Right: light-flavor jet
multiplicity in events with b jets.

7.3.2 Event categorization

B jet multiplicity is exploited to split the events into two categories. The distribution

of number of b jets for events passing the di-muon selection with M,, > 130 GeV

are shown in Figure 7-2, for data, backgrounds, and bb signals. As can be seen,

the presence of at least one b jet is able to heavily suppress the dominate Drell-

Yan backgrounds and thus provide better sensitivity for bb production channel. In

addition, the shape of b jet multiplicity in bbq signals falls more sharply than in tt

backgrounds. Hence, to achieve the best sensitivity, the b-tagged category is defined

by requiring the events to have exactly one b jet. Correspondingly, the events without

b jets provide better sensitivity for gg# signals, which are defined as no-b-tagged

category.

Light-flavor jet multiplicity is further used to optimize the signal sensitivity in

b-tagged category. Distribution of number of light-flavor jets in events with b jets

are illustrated in Figure 7-2. Similarly, signals tend to have a lower light-flavor jet

multiplicity compared to tf backgrounds, thus the background rejection power is

further improved by rejecting events with more than one light-flavor jets, without

affecting significantly the signal efficiency.

Furthermore, signal events produced via both gg# and bbq are characterized by a

rather small amount of pm'Ss, while the tt backgrounds contribute noticeable tails in
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Figure 7-3: pm'ss distributions in b-tagged and no-b-tagged category for events with M, >
130 GeV. The shaded grey bands represent the systematic uncertainty in simulation. The
expected signal is scaled by a factor of 100 for illustration.

the pmisS distributions, see Figure 7-3. For this reason, pmis' is exploited to maximize

the expected significance separately for the two categories, using Punzi formula [150]:

6 
(7.1)

5/2 + /B'

where the c is the selection efficiency and B is the number of backgrounds passing

corresponding p'iss cut inside the defined M,, window2 around the Higgs boson mass

assumptions. Figure 7-4 illustrates this optimization procedure, and the expected

significances from Punzi formula are shown as a function of the cut on p'is for various

mA and tan# combinations. As can be observed, the significance has a peak around

PTS = 40 GeV for bb# signals in the b-tagged category, while reaches a plateau

of maximum around piss = 80 GeV in the no-b-tagged category. Consequently,

additional selection of pmiss < 40 (80) GeV are applied in the b-tagged (no-b-tagged)

category.

The selection criteria in the two event categories are summarized in Table 7.2.

2 3Fep, where FO is the observed width of the Higgs boson resonance.
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Punzi formula as a function of pf "" selection for

Selection criteria b-tag category no-b-tag category

single muon trigger (PT > 24 GeV, JqJ < 2.4, isolation) OR (pT > 50 GeV, 177 < 2.4)
two oppositely charge muons muon ID, PT > 26 (53) GeV, 177 < 2.4, isolation
b jets 1 with PT > 20 GeV, 177 < 2.4 veto
light-flavor jets 0,1 with pT > 20 GeV, I?j < 2.4
PT < 40 GeV < 80 GeV

Table 7.2: Summary of the selection criteria in the two event categories.
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7.4 Signal acceptance and efficiencies

Signal acceptance A and efficiencies c are calculated using simulated signal samples

to determine the signal normalization, which follows:

Nsig = L x o-(pp - #) x B(# 3 b p) x A x c, (7.2)

where Ni9 is the expected signal yields, -(pp -+ #) the Higgs production cross section,

and B( -+ pp) the branching ratio decaying to two muons. The Higgs boson events

generated within the defined mass window3 of the Higgs boson mass assumptions

are considered as signals, and the number of which are normalized according to the

theoretical prediction of the Higgs boson production cross sections. The acceptance

is defined as the fraction of those signal events with at least two muon objects passing

the PT and r cuts. For each specific later step in the selections, the efficiency is defined

with respect to the events passing previous selection step.

The corresponding results for the pseudoscalar A are shown in Figure 7-5 and

7-6, for the two production channels, respectively. Since the variation of tan# mostly

affects the Higgs boson width and leaves the event kinematics unchanged, the accep-

tances and efficiencies for a given Higgs boson mass are very weakly dependent on

tan3. As a result, the signal acceptance and efficiencies are illustrated as a function

of mA by taking the average over different tan3 as the central value and the variations

as error bands.

Based on Figure 7-5 and 7-6, the acceptance increases as a function of mA as

expected, since the decaying muons get harder. The muon identification and isolation

efficiency is ~95% and the inefficiency at lower mass region is mainly due to the

relative isolation cuts. The trigger requirement is fully efficient and mass-independent.

b-tagged category efficiency is as low as -20% even for bbA signals. This is because

the b jets are soft and largely emitted towards the forward region, which makes them

beyond the inner tracker detector acceptance and outside the applicable PT range for

b-tagging algorithms. The overall acceptance times efficiency for A is also illustrated

43 1, where F is the intrinsic width of the Higgs boson resonance.
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Figure 7-7: Overall acceptance times efficiency of the ggA and bbA production in b-tagged
and no-b-tagged category.

in 7-7, for the two production channels and in b-tagged and no-b-tagged category,

separately. The corresponding results for the heavy scalar H are consistent with what

are shown for A.

7.5 Signal and background modeling

As described previously, the di-muon invariant mass (M,,) distributions of the se-

lected events in the two categories are used to quantify the number of signal through

the maximum likelihood (ML) fits.

7.5.1 Signal modeling

Simulated events are exploited to model the shape of the Higgs boson signals. In the

model independent interpretation, the signal modeling is done by fitting the single

resonance of the simulated A signals of at tan = 5 as a template, using the parametric

function:

fBW*Gaus ( '), (7.3)
(M - MO) 2 + (")2 * 20
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which is a convolution of Breit-Wigner, to describe the Higgs boson resonance, and

Gaussian function, to account for the detector resolution '. The parameters, including

the Higgs mass M0, width F0, and resolution aM, are free to float. Once they are

determined from the fits, the signal intrinsic width Zo is manually set to desired values

in the final ML fit, according to the narrow or width resonance assumption. This will

be further discussed in Section 7.7.1. This template is also exploited to determine

the signal acceptance and efficiency of a generic neutral Higgs boson q decaying to a

muon pair, as which are mostly independent from tan#, as discussed in Figure 7-7.

In the framework of MSSM, the signal shape is modeled by fitting the h, H and

A multi-resonances, for various combinations of mA and tan# points. The signal

function is defined as

fsig(Mjig) = Wh fA(Mpt) + WH ' fH(M,I) + WA - fA(Mm), (7.4)

which consists of a linear combination of fMc(M,,), fH(M,,) and fA(M,,), describ-

ing the mass shape of the h, H and A, respectively. Each function is a fBW*Gaus as

described in Equation 7.3. The parameter M0, FO, and -M are left free to float in the

fits while corresponding weights, Wh, WH, and WA, are determined from the number of

expected events of each Higgs bosons passing the event selection in the specific MSSM

scenario, Fit examples are illustrated in Figure 7-8, for the case of mA = 140 GeV

and tan = 11. For the mA-tan combinations where the simulated signal events are

not generated, those parameters are interpolated from nearby points. Additionally,

as the Higgs boson masses in PYTHIA generator are calculated approximately, there

are differences of the order of few GeV from the values from FEYNHIGGS predic-

tions, especially below 200 GeV. Therefore, the M,, distributions are shifted by the

corresponding amount.

4A Crystal ball model was also evaluated but didn't work well in the sense that it describes the
tail but not the peak

160

_w_ TTT,-



MS relim

1
nar 35 )

p y,. 0 pf y,.L
- 18 -

16160-
16

'E~ 140-
1414
14 W 120-
12-

10 100-

8- so -

6- 60-

4- 40-

2 20

0 0-

100 110 120 130 140 150 180 100 110 120 130 140 180 160

M,.0 [GeV] M,.0 . GeV]

Figure 7-8: Fit example of signal modeling, for ma 140 GeV and tan3= 11, and for
b-tagged category (left) and no-b-tagged category (right), respectively.

7.5.2 Background modeling

The background contributions are modeled using a data-driven approach and not

estimated from simulation, as which has rather limited number of events and high

theoretical uncertainties in high-mass region. For this reason, as well as given the

smooth dependence on the M,, distributions, the backgrounds are modeled by fitting

the M,, distributions with a parametric function. Various function families have been

investigated, including Bernstein, Laurent, Exponential, Polynomial, Power law series

as well as other physically motivated functions based on the Z peak and decaying tail

shape. f-tests have been exploited to decide the order of a specific function series

and X2 -tests and bias studies (see Section 7.6.2 for details) are further utilized to

determine the nominal function form for the backgrounds. The final one deployed in

the ML fit is:

fbwz(Mi-) = exp(AM,,) - [w. (M- M) + z (2 + (1 - w). -M12) (7.5)

which is factorized into the exponential part, the Z boson Breit-Wigner resonance and

the photon-exchange contribution. Mz and Fz are determined in advance by fitting

the M,, around Z boson mass and then fixed in the fits, while A and w are free to

float.
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7.6 Systematic uncertainty

The normalization and shape of the signals and backgrounds determined using the

procedure described in Section 7.4 and 7.5 are subject to multiple uncertainties. Those

uncertainties are handled by introducing a set of nuisance parameters, 9, so that the

signal and background expectation become functions of 9 in the ML fits: N8 i,(9),

Nbkg(0), fig (0), and fbkg(O). Section 7.6.1 and 7.6.2 discuss the estimation of these

uncertainties prior to the scrutiny of the observed data entering the statistical anal-

ysis, and the corresponding impacts on the analysis are presented in Section 7.6.3.

7.6.1 Uncertainty on signal modeling

Various sources of systematics are considered to account for potential mismodeling of

the signal shape and normalization.

The shape of the reconstructed distribution of the Higgs boson mass is affected

by the muon momentum scale and resolution, and corresponding uncertainties are

propagated to the M,, shape assuming a Gaussian distribution, yielding maximal

variation of 0.05% in the mass position and 10% in the width. These uncertainties

are then taken as signal shape variations in the exclusion limit calculation.

The sources of systematics that impact signal acceptance and efficiency are sum-

marized in Table 7.3. The limited number of simulated signal events introduces an

uncertainty at the order of 0.2 - 6%. To correct for the differences between data

and simulation on muon trigger, identification and isolation efficiencies as well as

b tagging efficiencies, corresponding data-to-simulation scale factors are applied to

reweight simulated events and thus affect signal efficiencies. The uncertainties asso-

ciated to those scale factors are propagated to the final signal efficiency and have an

impact of 1 - 2%. The uncertainties on the weights to account for mismodeling of

pile-up distributions in simulated events are determined in a similar way and intro-

duce systematics of <1%. Variations that correspond to jet energy correction and

unclustered energy are propagated pg's calculation to estimate their impacts. The

uncertainty on luminosity calibration is 2.5% [1D1].
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Source

MC statistics
Trigger efficiency
Muon reconstruction
Muon Isolation
Pile-up
Jet energy scale
Unclustered energy
Luminosity
PDF
Higgs boson PT
B tag
B jet multiplicity
light-flavor jet multiplicity

Systematic uncertainty(%)
b tag no b tag

0.5-6 0.2-2
0.9 0.9

2 2
1 2

0.8 0.9
1.6 0.4
4.1 0.3
2.5 2.5

3 3
1-4 1-4

2 0.6
20-30 7-20
7-25 -

Table 7.3: Systematics on the signal normalization for the two event categories.

Theoretical uncertainty is also assessed on signal acceptance and efficiencies. Un-

certainties on the Higgs production cross sections are quoted following the LHC cross

section working group recommendations [9], when interpreting results under MSSM.

The PDF set used is NNPDF3.0 [116] and 3% uncertainty from that is considered

on signal efficiency. Furthermore, as the simulated signal events are generated with

PYTHIA at LO, signal acceptance and efficiencies are corrected as a function of mA

to match the NLO results, in order to account for the higher order effects on muon

acceptance, jet multiplicity and event migration between the two categories. The

uncertainty of the correction is set to be the size of the correction itself. The cor-

responding results are shown in Figure 7-9. The NLO values are determined using

signal events produced by POWHEG for the gg and aMC NLO for the bb# signals.

As can be seen, the correction on di-muon acceptance is 1 - 4% and that on b jet

multiplicity is 20 - 30% in the b-tagged category and 7 - 20% in the no-b-tagged

category. An additional correction is applied to b-tagged category on the light-flavor

jet multiplicity, which is 7 - 25%. Those uncertainties are summarized in the last

three lines of Table 7.3, which only apply to the bb# signals in the model indepen-

dent analysis, and are weighted by the relative contribution of bb signals in MSSM
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interpretation.

7.6.2 Uncertainty on background modeling

The uncertainty on background modeling comes from the choice of the parametric

functions. Alternative function forms, including:

fBWZRedux M =b'kg W AA)
eXp(oaM~ + abM2

n

fgSumExP (MAI)= #exp(aceM,,),
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Figure 7-10: Number of bias events in b-tagged (left) and no-b-tagged (right) category as
a function of the Higgs boson mass, for different reference function forms.

are exploited in order to determine the spurious signal yields that are introduced by

the choice of functions. The following procedure is repeated for each of the Higgs

boson mass assumptions, and among different pairs of reference (f ) - alternative

(fkoa) function forms:

1. Fit M,, in data with f and generated 2000 toys from obtained parameters.

2. Fit M,, in toys with foig + ref to determine spurious signal yields Nr'f.fg kg S%g

3. Fit M,, in toys with f~ig + f to determine spurious signal yields N al.

4. The median of Nref - N'4' distribution is defined as bias.

The largest bias, Nbjas, is taken to be uncertainty on the signal yields due to the choice

of the reference function, for the corresponding mass points. The results for different

reference functions are shown in Figure 7-10, which suggests the three function forms

lead to similar biases over the entire mass range. The induced spurious signal is then

treated as an additional background in the ML fit, whose shape is same as signal and

normalization is subjected to Gaussian AF(0, Nbias).

7.6.3 Impacts of systematic uncertainties

Figure 7-11 shows the impact on the signal strength of the aforementioned systematic

uncertainties and the constraint power on them from data. The impact is determined
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Figure 7-11: Impact of systematics for the search of a generic Higgs boson produced
associated with b quark at a mass of 140 (left) and 400 (right) GeV.

through varying the corresponding nuisance parameters by 11a. As can be observed,

the uncertainty due to background modeling has the leading impact, compared to

other uncertainty sources from signal modeling.

7.7 Results

As described previously, to extract the number of signal, simultaneous maximum like-

lihood fits are performed to the M,, distributions in all event categories for statistical

analysis. The likelihood function is defined as:

L(datalp, 0) = Poisson (data p~I Ifg fig + Nbkgfbkg ) - PAO. (7.7)

Here, Nsig, Ng), fsig, and fg are the normalization and shape of the signal and

background contribution, which are described in Section 7.4 and 7.5. The parameter

p denotes the signal strength and p(d|O) defines the systematic uncertainty probability

density functions (p.d.f), where 0 represents the entire set of nuisance parameters and

the d is the estimated values, as determined in Section 7.6. For each of the Higgs

boson mass assumptions, the fit is performed in a dedicated mass region, which is

chosen to compromise between small coverage to ensure fit stability, small fit bias and

large coverage to account for signal width and detector resolution. The mass windows
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mo mass assumption (GeV) M,, fit mass window (GeV)

meo <300 mo+ 50
300< mo <400 mk+ 75
400< m, <500 mk 100

mTp >500 400< m <1200

Table 7.4: Fit mass window for different Higgs boson mass assumptions.
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Figure 7-12: Fit examples for signal plus background modeling for a narrow width reso-
nance with mass assumptions of 400 GeV (top) and 980 GeV (bottom), and for b-tagged
category (left) and no-b-tagged category (right), respectively.

deployed in the fits are shown in Table 7.4. Fit examples are shown in Figure 7-12

to illustrate the signal-plus-background fits to data and the background components

for two different mass assumptions of a narrow width resonance.

No significant evidence is observed for neutral Higgs bosons beyond the SM pro-

duction in the mass range from 130 to 1000 GeV. Therefore, the results of this search

are presented by setting the upper limits on the presence of a signal under the model

independent and model dependent interpretation of data. The limits are computed us-

ing the Confidence Level (CL) criterion [152,153] and the hybrid frequentist-bayesian
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approach [154], where the test statistic 4,, is constructed based on the likelihood ratio:

-2 1n (data I , ) 0 < <I. (7.8)
L(data|/, -

Here, 4, 9 correspond to the global maximum of the likelihood, while 6, represents

the conditional maximum given /a. The distributions of the test-statistic are derived

from pseudo-experiments.

7.7.1 Model independent limits

A single generic neutral Higgs boson # is searched with the mass assumption from

130 GeV to 1 TeV, and the 95% CL upper limits are set on the Higgs production

cross section times branching ratio decaying to two muons: c-(pp -4 #) x B( -+ [l,).

The model independent interpretation is performed both under the narrow width

resonance assumption, in which case the intrinsic width is smaller than the M,

resolution, and a wide width assumption of 10% of the # boson mass mep, in which

case the resonance width is larger than M,, resolution even for high mass region near

1 TeV. For both width assumptions, the # boson is assumed to be produced entirely

either associated with b quarks (bb#) or by gluon-gluon fusion (gg#), and the limits are

computed separately for the two production mechanisms. The corresponding results

of 95% CL expected upper limits, including the one and two standard deviation

bands, and the observed upper limits on o-(pp -* #) x 13(# -+ AM) are shown as

a function of m in Figure 7-13 and 7-14, for narrow and wide width resonance

assumptions, respectively. For bb production, the expected limits for a narrow width

resonance range between 20 fb at mk= 130 GeV and 0.7 fb at mo= 1 TeV. For gg#

case, they range between 35 fb at mo= 130 GeV and 0.7 fb at mo= 1 TeV. No

significant deviation from the expectation is observed. As expected, the results under

the wide width assumption are worse by a factor of 3, compared to the narrow width

assumption. Additionally, it is no longer possible to distinguish the fine structure of

the limits, as observed in the narrow width case.
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Figure 7-15: The 95% CL expected, including the one and two standard deviations, and
observed exclusion contours on mA-tan# plane for the MSSM mmod+ (left) and hMSSM
(right) benchmark scenarios.

7.7.2 Model dependent limits

In the model dependent interpretation of data, exclusion contours are determined

in the mA-tan plane for representative benchmark scenarios of the MSSM. Figure

7-15 shows the observed and expected 95% CL exclusion contours, including the one

and two standard deviation bands, for the m,,d+ and the hMSSM scenario. The

exclusion contours reach up to 600 GeV, where the excluded tan value exceeds 60.

For higher tan values, the MSSM predictions are no longer reliable. The contours

are very similar between the two scenarios, as the h boson masses predicted by mg d+

are well consistent with the SM Higgs boson mass, and the production cross sections

of A and H are also similar for the two scenarios inside the mA-tan parameter space

considered in this analysis. Compared with CMS Run-I analysis [155], the results

reported here exclude a larger parameter space and extend to a larger range of mA.

The contours determined in the TT final state search [1.56] exclude a much larger

parameter space, reaching mA= 1.6 TeV for tan= 60, as the B(# -+ r) is about

300 times larger than B( -+ pp). The contours obtained in the bb final state, instead,

exclude a smaller mA-tan region, even if B(q --+ bb) is larger.
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Chapter 8

Conclusion and Outlook

The LHC has successfully completed the second data-taking period from 2015 to

2018. Proton-proton collisions at the center-of-mass energy /s_ =13 TeV have been

recorded by the CMS detector, corresponding to a data sample with an integrated

luminosity of 150 fb- 1 . This thesis described three analyses of di-muon final-state

events exploiting the collected data.

Measurements of the inclusive and differential Z boson production cross sections

are performed using 2015 dataset, corresponding to an integrated luminosity of 2.3

fb- 1. The measured total inclusive cross section times branching ratio is o-(pp -+

ZX) x B(Z -+ [t) = 1870 2(stat) t 35(syst) 51(lumi) pb for the di-muon

invariant mass in the range of 60 to 120 GeV. This result is in good agreement

with the NNLO QCD calculations. The differential cross sections are also measured

as functions of Z boson transverse momentum, #* variable, rapidity, and the muon

transverse momentum, and compared with NLO and NNLO theoretical predictions.

The large production cross section of Z boson and good experimental accessibility

of final-state muons enable a real-time monitoring of luminosities using the counts

of reconstructed Z -+ pp events. The basic principal, workflow automation, and

preliminary results using 2018 data, are documented in this thesis. This Z boson

counting approach provided a valuable, reliable, and independent reference to assess

and optimize the LHC machine and CMS detector performance during past data-

taking period. It also points to a potential high-precision luminosity determination
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Figure 8-1: LHC and HL-LHC timeline.

method for next era, High-Luminosity LHC (HL-LHC).

A search for beyond the Standard Model neutral Higgs bosons is presented using

2016 dataset, corresponding to an integrated luminosity of 36.9 fb-'. No significant

excess is observed. 95% confidence level upper limits are set on U(pp - q) x B(# -+

pp) for a generic boson # with mass hypotheses ranging from 130 GeV to 1 TeV,

produced via gluon fusion and b-quark association, respectively. The results are

also interpreted in the context of two MSSM representative benchmark scenarios,

which excluded a much larger parameter phase space than previous search in di-muon

channel.

No deviations from the Standard Model predictions have been found in above

results. Neither were signatures for exciting new physics observed so far in other

measurements and searches performed with LHC data. The journey will be continued

in the next period and HL-LHC era (see Figure 8-1), to find answer to fundamental

questions such as:

" What prevents the Higgs boson mass from getting quantum corrections at the

Planck scale?

" What is the nature of dark matter and dark energy?

" Is supersymmetry the solution for above questions?

S ...

A quote from New Scientist [157].

It's an old joke. A woman returning home finds a neighbour searching for his keys

beneath a street lamp. "Is that where you dropped them?" she asks. "No," he replies,

"but it's where the light is."
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