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ABSTRACT

A deterministic model capable of simulating lake response to changes
in hydrologic conditions or nutrient input has been developed. This
ﬁodel may provide a convenient means of evaluating management strategies
and identifying weak points in our current knowledge. The emphasis of
this model development is to minimize the number of calibrated parameters.
A summary of the state-of-the-art of hydrothermal modeling in a phosphor-
us limited condition is presented in this work. It is demonstrated that
a mixed layer hydrothermal model, which calculates the daily vertical
temperéture profile and thickness of the upper fully mixed layer based on
the meteorological and hydrological information, is capable of simulating
thé transport and diffusive process in a stratified lake with a minimum
number of calibrated parameters. Since our ability to mathematically
represent complex aquatic biological processes is less well developed
than our corresponding ability in the geophysical area, field data plays
an important role in defining the final biological model structure.
Phytoplankton modeling of L227 is used as a case study to illustrate the
methodology for arriving at a biological model whose complexity is con¥
sistent with the available data. A procedure is indicated for extract-
ing biological rate constants from primary productivity measurement. The
extent to which the linked hydrothermal-biological model simulates the
phytoplankton dynamics of the following summer is discussed. Finally,
the importance of capturing the short term dynamics of the fully mixed
layer in the modeling of phytoplankton variation is illustrated by

simulation runs. The simulation runs compare phytoplankton predictions

of three lake phytoplankton models with different specifications of
the daily fully mixed layer dpeths. Both a surface nutrient input case
and an intermediate depth nutrient input case are considered.
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Chapter 1
INTRODUCTION

1.1 Background

Lake eutrophication, which causes deterioration of the water quality,
has been recognized as a major environmental problem in the past decade.
The National Eutrophication Survey conducted by the EPA from 1971 to
1977 indicated that 68% of 800 lakes surveyed were unmistakably eutrophic
and of these, 48% were hypereutrophic.

The term "eutrophic", meaning well nourished, was introduced to
limnology by Einar Naumann (1919) to classify lake water types. At the
time this classification was introduced, Naumann's criteria (1927) for.
nutrient content were either uncertain or wildly unrealistic and were
bésed on quite inadequate analysis (Hutchinson, 1969). The.practical
criterion was that when eutrophic water filled a lake, the phytoplankton
rendered the water turbid or colored for much of the year. Therefore, the
term "eutrophication" refers to the addition of plant nutrient into the
water body and more importantly, the adverse effect subsequently induced
on the water body.

The ﬁreservation of lake water quality has both ecological and
economic importances. Floating water plants and debris clog sand filters
and cause taste and odor problems for drinking water supply. Moreover,
some phytoplankton are toxic to animals and humans. Excessive phytoplank-
ton growth and coloring of the lake water can certainly impair ﬁhe
recreational use of the lake. Fish of higher commercial values generally

desire high water quality so that the eutrophication may cause a change of



fish species. Fish kills have been observed after temporary oxygen
depletion and HZS production in the hypolimnion of stratified lakes.

Sedimentation of organic matter is one natural cause of the disappear-
ance of a lake. Therefore, eutrophication, which increases fhe production
of organic material, may accelerate the ultimate disappearance of the lake.
This whole sequence of undesirable effects of eutrophication has its
origin in the excessive phytoplankton growth. The nutrient itself is of
no great environmental harm but its induced effect, which is this
excessive phytoplankton growth, is. The emphasis of eutrophication
studies, therefore, has been on the phytoplankton dynamics.

In temperature lakes, which will be the focus of this study,
phosphorus has often been considered the nutrient present in ghortest
supply so that an increase in phosphorus supply results in an increase in
phytoplankton population. The lake receives its phosphorus through both
external sources, which inqlude both point and non-point sources, and
internal sources. The distribution of these phosphorus in the lake and
their subsgquent use for phytoplankton growth are governed by many hydro-
thermal and biochemical processes.

Several legal or technological control strategies may be used singly
or jointly to curtail or reverse the eutrophication process. For examplé,
the reduction of nutrient suppy may be achieved through treatment plant
removal of phosphorus, a change in land practices and lake sediment
- dredging; reduction of the phytoplankton concentration may be achieved by
destratification through mechanical mixing. Any of the control schemes
is costly and the recovery of the lake may not be instantaneous; therefore,

an astute management decision relies on the ability to predict the



effectiveness of each control scheme. However, the intricate interaction
between physical and biochemical processes involved in the lake eutrophica-
tion process make it difficult to predict lake ecosystem response by mere
data inspection. A mathematical model incorporating the important relevant
processes provides a convenient method for evaluating these management
strategies. The EPA (1971) has strongly endorsed the utilization of this
predictive mathematical procedure. However, model use is not limited to
prediction. Since the model integrates current knowledge on the biology
and hydrodynamics of the eutrophication process, it can also serve as a
diagnostic tool in elucidating the effect of specific factors upon lake
water quality. The conjunctive use of the model and a field sampling
program may greatly assist in our understanding of the eutrophicatioh

process.

1.2 Objectives

The modeling of lake eutrophication needs a comprehensive knowledée
of both hydrothermal and biological processes. Unfortunately, due to the
diverse nature of the eutrophication problems, the existing eutrophication
models often show unbalanced treatment of the two processes. Each process
has been stressed by one model or another as the most important process
in the lake eutrophication. However, the knowledge of the two processes
complement each other and each cannot substitute for the other; an unjusti-
fied simplification of one area cannot be compensated by an extensive.
coverage of the other. On the other hand, an all-inclusive model, such as
the WRE model developed by Chen and Orlob (1972), introduces a huge number of

calibrated parameters. This not only easily generates errors with users



who do not carefully examine the crucial assumptions but also renders no
information on crucial processes. Since the construction of the WRE model
in 1972, thé continuing concern over the lake eutrophication problem has
attracted many hydrodynamic engineers and biologists investigating
related problems. This interest has improved our ability to model hydro-
thermal processes and our understanding of the phosphorus cycle. These
improvements are valuable in the development of an eutrophication model
that would simulate the growth of phytoplankton in the phosphorus-limited
environment of a horizontally-stratified, small- to medium-sized lake,
which is the scope Qf this study. The first objective of this study is to
develop a lake eutrophicétion model that is consistent with the data and
the nature of the eutrophication process with the minimal number of
calibrated parameters. This may be done by incorporating model formula-
tions which capture the underlying mechanisms or whose validity and
parameter values can be measured by conventional methods of measurement.
The time scales in the hydrothermal and biological components of the
 eutrophication model should be compatible. Since the phytoplankton growth
rate is in the order of days and the duration of the phytoplankton bloom
is in the order of weeks, the hydrothermal variability of a similar time
scale should be identified and properly modeled. While all hYdrothermal
models recognize the separation of the upper fully mixed layer (FML) from
the lower quiescent layer of a stratified lake, the movement of the FML
has been traditionally described as a slowly varying process. Since the
formation of the FML is a result of the delicate balance between the heating/
cooling and the wind mixing process, an examination of the time scale of

these forcing terms suggests a likely movement of the FML in the order of



days or a week. The second objective of this thesis is to test this
hypothesis by using the MIT wind mixing model for the simulation of the
FML and to investigate the importance of capturing this FML variability
in modeling phytoplankton dynamics.

The constructed model will be applied to lake 227 (L227) of the
Experimental Lake Area (ELA) for model calibration and verification. L1227
has been artificially enriched with weekly additions of H3PO4 and NaNOB
since 1969 and, like all other lakes in the ELA site, L227 has the
following advantages: (1) it is free from other uncontrolled man-made
pollution; (2) it is stratified and therefore, allows consideration of
hydrothermal characteristics; and (3) it lies in a basin sealed by.bedrock
so that groundwater influence can be neglected. Data obtained from L227
allows various hypotheses to be tested under controlled conditions in a
natural aquatic environment.

In general, the major difficulty encountered in model calibration and
verification is the estimation of nutrient input. Since L227 was virtually
undisturbed before the fertilization experiment and the use of ELA is
restricted to experiment only, it is guaranteed that the nutrient experi-
ment céh bé conducted without the interference of uncontrollable effects.
This considerably simplifies the problem of estimating nutrient inputs.
The comparison of lake water quality data from different years will then

provide an excellent opportunity to test the relative variability of the

biological processes rate constants.

10



Chapter 2
HYDROTHERMAL MODELS

2.1 Introduction

According to Hutchinson (1975), the first scientific exploration of
lake stratification was that of De Saussure's (1779) who demonstrated the
prevalence of low temperatures at the bottom of Swiss lakes. Subsequently -
in 1812-1814, Jardine measured the first series of vertical temperature
profiles of Scottish lakes. However, Jardine's work was not published
until much later by Buchan (1871). Therefore, the first publication
demonstrating lake thermal stratification was that of De la Beche (1819)
who studied the lakes of the Alps.

The form of the temperature profile during the stratification period
is very characteristic. Figure 2.1 is a typical summer temperature
profile of a moderately deep lake in a temperate climate. The tempera-
ture profile can be divided into three distinctive regions (Birge, 1910):

(1) The epilimnion, the stratum in thch the temperature is nearly
uniform;

(2) The thermocline, the stratum of rapid cooling whose limits are
somewhat arbitrarily fixed as those regions in which the decrease of temp-
erature equals or exceeds 1°C/m;

(3) The hypolimnion, the region below the thermocline and extending
to the bottom of the lake. In this region, the temperature falls slowly
with the depth and soon approaches a constant value.

The deﬁsity of the lake water is predominantly governed by its

temperature. In the presence of a positive buoyancy, the non-trivial

11
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Figure 2.1: Typical Temperature Distribution in a Thermally

Stratified Lake and the Definition of Thermocline
as Given by Birch (1910)
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gravitational body force tends to inhibit vertical motion. When the
stratification is strong, this force will dominate over other prevailing
forces and the fluid will avoid vertical motions and will mostly flow
horizontally (Fischer, Imberger et al., 1978). It appears that more than
707 of the overall vertical temperature difference occurs in the thermocline
region. Thus the thermocline leads to a convective decoupling of the epi-
limnion and hypolimnion.

It is a prerequisite for any water quality model to quantify the
physicdl transport process. Since the temperature has a controlling
effect on the lake hydrodynamics, particularly the vertical transport
processes, the modeling of the temperature has been an integral part of
the modeling of the physical transport process. Thus, the term "hydro-
thermal model" is applied to describe the lake physical transport model.

The following section (section 2.2) is a review of the hydrothermal
models used in the current dynamic lake eutrophication models. This is
not intended to be an exhaustive litefature review, but rather a representa-

tive sampling of existing model structures.

2.2 Hydrothermal Models Currently Used in Eutrophication Models

2.2.1 Fully-Mixed, 1 Box Model

In this model, the lake is assumed to be equivalent to a homogeneous,
continuously stirred tank reactor (CSTR). Figure 2.2 is the schematiza-
tion of this model. Flow into the reactor causes an instantaneous change
iﬁ the lake, and the outflow has the same concentration and properties as
that of the lake. The l-box model is a reasonable description of small
shallow lakes, e.g., those 3-5 m in depth. Jgrgensen (1976) used the
CSTR model in conjunction with a phosphorus model for shallow lakes.

13



Whole -

—T lake |

Figure 2.2: The Schematic Representation of a Fully Mixed,
1-box Model

For a typical lake in the temperate region, with medium depth, which
undergoes the stratification/fully-mixed cycle, the application of a l-box
model over the whole year is questionable. A fully-mixed, l-box model
clearly cannot simulate a phytoplankton bloom which only occurs during the
‘stratification period. Moreover, when sediment resuspension occurs, the
descriptive 1-box model becomes insufficient. Although the shallow lake
is fully mixed, the amount of wind induced kinetic energy reaching the
sediment has to be computed from the knowledge of wind speed and lake
water stability. Preliminary studies by Bloss and Harleman (1978) have
shown that in shallow lakes, an appreciable portion of the wind induced
turbulent kinetic energy may reach the bottom of the lake. Figure 2.3 is
a plot of daily values of kinetic energy per unit area at the bottom of a
lake having a uniform depth of 5 m and the same meteorology as Lake Anna

(see section 2.3.4). During each month there are periods of calm conditions

14
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(zero mixing energy at the bottom) interrupted by periods in which there

is energy available for mixing and entraining bottom sediments. Figure

2.4 shows calculated vertical temperature préfiles during selected 3-day
periods. For example, during the period July 8-9-10, the July 8 profile
shows a 4°C stratification resulting from the preceeding 12-day period of
zero bottom energy. Beginning on July 9, mixing energy is available at the
bottom and by July 10, the stratification is completely destroyed. An
extensive study of the relationship between the sediment resuspension and
wind energy in shallow lakes using Lake Balaton as the study case is

currently being undertaken by Shanahan (1981).

2.2.2 Two-Layer Model

Snodgrass and 0'Melia (1975), as well as DiToro and Matystik (1977)
have utilized the two-layer model. This is the simplest possible model
which captures the effective separation of the epilimnion and hypolimnion
during the stratification period. According to this model, the lake is
divided into two fully mixed layers separated by a thermocline located at
a fixed depth (Figure 2.5). An empirical exhange coefficient Kth is used

to characterize all the vertical transport mechanisms between these two

layers.

17
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The exchange coefficient Kt is obtained by considering the mass transport

h
across the thermocline:
C -C
e
th Z

J=K h (2.1)

where J = mass flux across the thermocline per unit area; Ce = epilimnion
concentration; Ch = hypolimnion concentration; Z = length scale. There
are variations in the definition of the length scale, Z, used in Equation
(2.1). It may be taken as the depth of the thermocline (Snodgrass ,

1974), or it may be taken as the distance between the centers of gravity
of the epilimnion and hypolimnion.

' The exchange coefficient Kth defined by Equation (2.1) has a dimen--
sion of LZ/T. Sometimes the term exchange coefficient is used to define
the quantity Kth/A’ which has a dimension of L/T and is analogous to
velocity (Snodgrass et al., 1975).

Snodgrass et al. (1975) assume that stratification occurs instantane-
ously at the end of the winter period and lasts for six months. A
constant thermocline location is specified by averaging the thermocline
locations from historical temperature profile data. In any given tempera-
ture profile, the location of the thermocline is defined AS’the depth with
maximum temperaturé gradient. Alternatively, the constant thermocline
location is calculated from an empirical relation which relates the loca-
tion of the average summer thermocline to the lake mean depth. An exchange
coefficient representing mixing between the upper and lower layers is deter-
mined from another empirical relationshiﬁ based on the mean lake depth.

DiToro et al. (1977) also represents a stratified lake by two fully-

~mixed layers. It is assumed that all short wave radiation is absorbed in the

19



surfaée layer and that the ebilimnion has a constant depth. Temperature
measurements are used to calibrate an exchange coefficient Kth defined in
the following manner. The variation of the exchange coefficient with

time is shown in Figure 2.6. During the stratification period, a zero
exchange coefficient is assumed and for the fully mixed period, a constant
exchange coefficient of 10 m2/day (800 times the heat molecular diffusivity)

is postulated. The exchange coefficient during the transition period is

linearly interpolated between 0 and 10 m2/day.
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Figure 2.6: Vertical Exchange Coefficient Used by DiToro et al. (1977)
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As a result of the assumption of a fixed thermocline location, the
exchange coefficient must account for mixing at the thermocline location.
Snodgrass's empirical formulation which relates the exchange coefficient
with mean depth needs evaluation since the important factors which govern
the thermocline depth and movement, such as extinction coefficient and wind
speed, are not considered in the formulation. DiToro's formulation only
allows a very crude representation of the annual fully-mixed/stratified
cycle, so that a more realistic representation of the movement of the
thermocline is needed.

The hydfaulic and nutrient inflows and outflows are assumed to be
confined to the epilimnion layer during the stratification period. This
limits the ability of this type of model to predict lake responses due‘to
flows entering or leaving the hypolimnion.

Treating the hypolimnion as a fully mixed layer is not in accord
with observations that vertical gradients of biochemical properties are
often significant within the hypolimnion. For example, a fully mixed layer
assumption does not permit a representation of the anoxic region, which
occurs only near the bottom of the lake. The anoxic condition in the water-
sediment interface is closely associated with the sediment release of |
orthophosphate. In many lakes, particularly those with a long eutrophica-
tion history, this ortho-P released from the sediment under the anoxic
condition becomes a significant fraction of the phosphorusAinput and a
"correct modeling of the nutrient source is consequently needed.

Since the hypolimnion should not be regarded as an isolated volume,

it is always necessary to capture the effect of the boundary exchanges.
The simplification of the hydrodynamic condition of the hypolimnion often

21



causes additional complexity in handling the boundary fluxes. To illus-
trate this point, let us consider the following simple diffusion problem
iﬁ a semi-infinite flow field with specified boundary conditions.
Consider a case of the diffusion of ortho-P from sediment, into the
rather quiescent hypolimnion of large depth. That is to say, during the
period considered, the diffusion process does not bring about any appre-
ciable change of the concentration at the top of the hypolimnion. We
further assume that in the hypolimnion no chemical reaction takes place
and no advection movement affects the transport of the ortho-P. At the
time t = 0, the sediment-water interface becomes anoxic and it is assumed
that from then on the concentration in the plane of water which is in

contact with the sediment is uniformly equal to C Although this example

b

greatly simplifies the actual problem of the sediment return of ortho-P

under the anoxic condition, some useful insights can still be gained.
Under these circumstances, the variation of the ortho~P concentration

in time and space in the absence of reaction can be described by a

diffusion equation,

X _g5 3C (2.2)

with the following initial and boundary conditions

c=¢C z>0 t=20

0
C = Cb z=0 t >0 (2.3)
Cc=2¢C z = © t>0

o

For this case the datum of the z axis is at the bottom of the lake. The

solution to this problem is
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C=cC_+ (C, -C)(L - erf —2—) (2.4)
° b o 2Bt
h
Thus the rate of the diffusion of sediment-released ortho-P into the

hypolimnion per unit area at any time t is given by:

ac

R = -Eh oz

Eh
= (cb - Co)/ pore (2.5)
z=0

and the total amount of ortho-P diffused into the water per unit area
during the period T is
E
h
- (2.6)

T
Q = f R dt =2(C_ - Co)/ .

0

If we approximate the quiescent hypolimnion by a fully mixed layer with
concentration Co’ then we need to specify an exchange coefficient between
the hypolimnion and the sediment to account for this boundary flux. Under
this circumstance, it is customary to expresé the boundary flux per unit

area of the sediment-water interface as
R = kL(cb - co) (2.7)

Comparing Equation (2.7) with Equation (2.5), we can see kL equals
E
Y _h . The exchange coefficient is infinite at the beginning of the

Tt
anoxic period and decreases with time, and the exchange coefficient'kL is
~ proportional to the square root of the hypolimnion diffusivity Eh. This
simple example clearly illustrates that when the hydrodynamic condition
of the hypolimnion 1s simplified, an additional parameter kL has to be
introduced to account for the boundary value problems. Not only is kL

varying with time, the correct specification of kL still depends on the

knowledge of the actual hydrodynamic properties of the hypolimnion which
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is characterized by the value Eh in this case.

2.2.3 Fully Mixed Epilimnion and One-Dimensional Vertical Diffusion Model
in the Hypolimnion

This schematization was used by Imboden and Gachter (1978) in their
dynamic lake model for trophic state prediction (Figure 2.7). The location
of the thermocline separates the lake into two regions'with distinctly
different hydrodynamic propefties. On top of the thermocline lies a com-
pletely mixed epilimnion whose thickness is allowed to vary with time and is
specified as input data. Below the thermocline lies a stratified hypo-
limnion described by a one-dimensional, multi-layer diffusion equation.

In this equation, the characterizing parameter for the vertical transport

process is the diffusivity.

Epilimnion
‘ 1¥en :
. . . thermocline

E) 1 Kth
[}
: )

E, Hypolirnion
1
{

E,
i
) |
1

Figuyxe 2.7: The Schematic Representafion of a Fully Mixed Epilimnion
and' 1-D Vertical Diffusion Model in the Hypolimnion
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Imboden and Emerson (1977) used natural radon to estimate vertical
diffusivity in the hypolimnion. Radon is a better tracer than temperature
for estimating the hypolimnion vertical diffusivity since the temperature
profile is almost vertical in most of the hypolimnion. Unfortunately, no
attempt was made to correlate the estimated vertical diffusivity with
important influenciﬁg factors. Since the underlying principle is not
identified, the extrapolation from isolated observations should be
regarded as site specific information.

The exchange coefficient between the epilimnion and the first layer
in the hypolimnion as well as the vertical diffusion coefficient between
adjacent layers of the hypolimnion are tuned to fit field data. The
exchange coefficient between the epilimnion and the first layer in fhe
hypolimnion is primarily estimated from temperature profiles taken at bi-
weekly intervals. The model does not have the capability to simulate the
temperature; consequently, it cannot simulate the case with subsurface
inflow.

This model ignores the absorption of solar radiation below the fully
mixed layer. Bachman and Goldman (1965) have shown that in the metalimnion
and hypolimnion (collectively defined as hypolimnion in Imboden's model) a
large portion of the heat comes from the direct absorption of the short
wave solar radiation. Using the terminology in Imboden's model, Bachman's
finding indicates that in the upper region of the hypolimnion, the direct
absorption of the short wave solar radiation is a significant porﬁion of the
heat increase. Therefore, the calibrated exchange coefficient has to
account for this assumption in the model formulation as well.

In this model the epilimnion depth is defined at much more frequent
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time intervals than in the two-layer models. This sampling period has

to be evaluated in light of the current knowledge of the thermocline forma-
tion because of the possibility that the variations in the mixed layer depth
occur at periods smaller than the sampling period.

The vertical exchange rates calculated by measuring the temperature

increase rate of the hypolimnion water is a frequently employed method in the
current water quality field sampling/analysis program and the frequency of
sampling is usually one per two weeks or less. Therefore, Imboden's model
represents a popular method of field data analysis and an evaluation of this
will be informative. A model, similar to Imboden's, employing this schemati-
zation but having the added ability to account for the absorption of short
wave solar radiation is developed in a later section (section 6.4). The com-
parison of this modified Imboden model with a more advanced dynamic hydro-

thermal model is also presented and discussed in detail in Chapter 6.

2.2.4 Multi-Layer, Vertical Diffusion Model

This mathematical model considers a lake as a horizontally homogeneous
but vertically stratified water body (Figure 2.8). This is a good
representation for small-to-medium size lakes where no obvious horizontal
differences are observed. The ecological model developed by Chen and
Orlob (1972) adopted the WRE model, which is a multi-layer vertical diffu-
sion model, as the basic hydrothermal structure. A detailed description of
the model development and application can be found in project reports of
Water Resources Engineers, Inc., by Orlob and Selna (1967) and by Orlob
and Roesner (1969). Other widely used multi-layer diffusion models are the
MIT Reservoir model (Huber and Harleman, 1968; Ryan and Harleman, 1971) and

the Cornell model (Sundaram, 1973).
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Figure 2.8: The Scheﬁatic Representation of a Multi-layer, Vertical
Diffusion Model

These models include the effect of absorption and transmission of
solar tadiation, vertical advection due to inflow/outflow and vertical
diffusion. Inflows are assumed to enter the water column ai tﬁe elevation
at which the denSify of the water column is equal to the density of the
inflow after entrance mixing. Selective withdrawal at the outlet 1is
iﬁcluded and velocities are computed from inflow and outflow rates. The
vertical advective velocities are then computed from the continuity equa-

tion for each layer.

The basic equation for heat transport in the vertical direction is
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1 BuT, BuT , 3(2A)
QD = A 3z [AE 3,1 + A A T Apc oz (2.8)

where T is the water temperature at depth z, A = area of the lake, B =

- width of the lake, u horizontal inflow velocity, T, = temperature of

1 1

the inflow, u = horizontal outflow velocity, QV = vertical flow rate,
E.= vertical turbulent diffusion coefficient, ¢ =.heat-capacity of water
and p = density of water.

The specification of spatial and temporal Variatioﬁs of the vertical
turbulent diffusion coefficient has been a continuing problem for this
type of hydrothermal model. There is no general agreement on how to
relate the diffusion coefficient with environmental factors affecting
vertical mixing. In applications to Fontana reservoir (TVA), the MIT
model uses a constant eddy diffusivity of the order of 50 times the molec-
ular diffusivity of heat. The WRE model uses a variable coefficient,
which is considered to be a function of time and depth, to repfesent the

stirring effect of the wind. 1In the earlier version of the WRE model,

Orlob (1967) suggested the following formulation for the vertical eddy

diffusivity:
E(z,t) = E (t)e_(Sz z £ z (2.9.a)
T o T
E(z,t) = E(zT,t) z > Zo, (2.9.b)

where Eo(t) is the diffusion coefficient at the surface, Z; is the depth
at which the thermocline is located and § is a decay coefficient. The
general form of this formulation is sketched in Figure 2.9. The values of

Eo(t) and E(zT,t) depend on the particular reservoir. Z is computed from

28



E(ZT’ t)
a) ) Eo(t)

_ -
77(t) E(z,t) = Eo e 7

Thermocline (t)

ZT(t4—st)

b

— . - . — . ——— —— — — e —— e o o

Depth

b)

— o - —— - — -~ —— po— — — — — E

Depth

E(z,t)

/'Effective
Diffusion

Coefficient"

Temperature

Figure 2.9: Definition Sketches for "Effective'" Diffusion Coefficient
vs. Depth

(a) After Orlob and Selna (1967)
(b) After Orlob and Roesner (1969)
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the temperature profile and is defined as the depth at which the second
derivative of temperature T with respect to z is zero. § is uniquely
determined by the ratio E(zT,t)/Eo(t) and the depth Zye Reported values
of Eo are of tﬁe order of one hundred to one thousand times the value of
the heat molecular diffusivity (0.0125 m3/day).

A'modified formulation was later proposed (Orlob and Roesner, 1969)

to describe the eddy diffusivity:

E(z,t) = E_(£)" z <z | (2.10.a)
E(z,t) =b s & ag <z <y | (2.10.b)
E(z,t) = ¢ zH< z (2.10.¢)
where s is the stability of the water column defined as - %-%;-, zp is

the depth at which s equals 10—6 m_l while zy is the depth defined by

(b/c)t/2,

The following values were recommended for the parameters in equation

(2.10):
a=20.7
b =1.5x 10—8 ml'3 sec_1
c=2.5x 10—4 m2 sec.l

Furthermore, in the absence of better data from field observations in the
lake or reservoir being considered, Orlob and Roesner (1969) suggested
setting E0 = c and 6 = 0. Both forms of the "effective" eddy diffusivity
as represented by equation (2.9) and equation (2.10), are shown in Figure
2.9

Orlob noted that equation (2.10) is only applicable to reservoirs
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where the vertical advection is the dominant vertical heat transport
process. When vertical advection dominates the diffusion, a correct
description of diffusivity is not necessary. Later studies on vertical
heat transport mechanisms in lakes and reservoirs by Octavio, Jirka and
Harleman (1977) demonstrated that in reservoirs the vertical temperature
profile may be insensitive to the eddy diffusivity. Figure 2.10 shows

the results of a sensitivity analysis of the MIT Reservoir Model (Ryan

and Harleman, 1971) which is conceptually similar to Orlob's model. It
shows that in the Fontana Reservoir where vertical advection dominates the
vertical transport, an increase in the diffusivity by a factor of 100
causes very little change in the predicted temperature profiles (Octavio,
1977). Hence, Orlob's comment on the limitation of equation (2.10)
implies that the formulation developed and tested in a reservoir may not
be applicable to lakes where vertical diffusion is often the dominant trans-

port process.

Octavio et al. (1977) proposed a dimensionless number, AE/Qd, that is
proportional to the ratio of the rate of heat transport by vertical diffu-
sion to the réte of heat transport by vertical advection. A is the horizon-
tal cross-sectional area at the depth of the outlet d; Q is the average
inflow/outflow rate and E is the vertical eddy diffusivity. In reservoirs
that have appreciable inflows and outflows at different elevations, the
vertical transpoft of heat by advection is often large enough to.dominate
the transport of heat by diffusion. In lakes, the opposite may bé true,
especlally since inflows are relatively smaller and both inflows and out-
flows are usually confined to the sufface of the lake. 1In Fontana reser-
voir, %%-= 7 x lO_4 with E equal to the heat molecular diffusivity (¥.0125

AE

m2/day), while 65-= 7 x 10-2 with E equal to 100 times the molecular
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diffusivity, indicating that in both cases shown in Figure 2.10 advection
dominates diffusion. Whereas in a typical lake %%-S 1 with E equal to the
molecular diffusivity. From a similar sensitivity analysis for a typical

lake having a negligible inflow a change from molecular diffusivity to

50 times this value produces a large change in the predicted temperature

profile (Figure 2.11). With E equal to molecular diffusivity, %% = 0.15
while with E equal to 50 times molecular diffusivity, %§-= 7.5; therefore,

diffusion is important in both cases shown in Figure 2.11.

It is noteworthy to point out that each‘of the cited models employs
the measured temperature profile for estimating the vertical diffusion
coefficient. Although this approach of treating teﬁperature as a tracer
to calibrate the vertical diffusion coefficient is a reasonable approach,
the necessity of using field data to calibrate the diffusion coefficient
weakens the model's ability to simulate cases with different hydrologic,
meteorologic or biological (affecting extinction coefficient) conditions
and thus nullifies the model's role as a management tool. Moreover, it
is of little value for the hypolimnion region where the thermal stratifica-

tion is weak.

2.2.5 Summary

It is concluded that the hydrothermal models discussed above introduce
~ varying degrees of uncertainty in the advection and mixing process that
are important to the bilochemical components.

The multi-layer, vertical diffusive model appears to be the most
realistic hydrothermal structure currently employed in lake eutrophication

models. It captures the thermal and biochemical stratification observed
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in many lakes. However, the specification of the temporal and spatial
variation of the vertical turbulent diffusion coefficients has been a
continuing problem for this type of hydrothermal model. In lakes where
the vertical diffusion dominates the vertical advective transport, the
difficulty in determining the temporal and spatial variability of the dif-
fusion coefficient becomes crucial.

A recent sensitivity analysis with the WRE model using Arcadia Lake
as data base by Thornton and Lessen (1976) investigated the effect of

changing the vertical eddy coefficient (E0 of equation 2.9) from 6.5 x 10—5

to 7.5 x 10_5 m2 sec_l. The results indicated changes in the algae
-concentration of over 1007 and changes in the zooplankton concentration

of over 40% for a large part of the annual cycle. Further, a slight
increase in the transport across the thermocline, by decreasing from 0.75 to
0.675 of the parameter a in equation (2.10), which is the exponent relat-

‘ -ing the diffusion coefficient to the degree of stratification, led to large

explosions in the surface algae and zooplankton densities. This sensitiv-

ity study further supports the importance of diffusivity in water quality

modeling. Since current hydrothermal components of the eutrophication models

are not totally satisfactory, an improvement of the present hydrothermal
components is necessary to reliably simulate the eutrophication indices.
The hydrothermal model to be used in this study is the modified wind mixing
model (Bloss and Harleman, 1979) which is an improved version of an earlier
wind mixing model (Octavio, 1977). A description of the model structure

of the modified wind mixing model (WDMIX) will be given in the next

section.
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2.3 Wind Mixing Model

The WDMIX model uses an alternating heating-mixing algorithm to
represent the interplay of the solar heating, surface cooling and wind-
mixing effect.

The current WDMIX model is a further modification of the wind-mixing
model (Octavio and Harleman, 1977) which in turn is a modification of
the MIT Reservoir Model (Ryan and Harleman, 1971). The MIT Reservoir Model
accounts for the surface heat exchange pfocesses, internal absorption of
solar radiation, advection due to through-flows, convective mixing and
molecular diffusion as quantitatively as possible. The wind-mixing ﬁodel
modifies it by considering the wind induced turbulent transport. Ali the
kinetic energy input caused by the wind action is assuméd»to be used for
mixing. Bloss (1979) further subdivided the wind induced kinetic energy
into dissipation, mixing and increase of kinetic energy in the mixing lay-
er. A detailed treatment of the current modél structure éan be found in a

series of MIT technical reports (Ryan and Harleman, 1971; Octavio and

Harleman, 1977; Bloss and Harleman, 1979). Much of the information
covered in this section is drawn from a recent paper by Harleman (1981)
who documents the evolution of the MIT hydrothermal models. The model
structure may be conveniently divided into three essential components:

. the 1-D heat comnservation equation, the convective cooling and the wind

mixing.

2.3.1 1-D Heat Conservation Equation

The basic equation for heat transport in the vertical direction is

obtained by considering heat and mass flow through an internal control
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volume taken as a horizontal layer of the water body. The model schema-
tization is shown in Figure 2.12. The layer has a thickness Az and a
horizontal area A(z). Inflows enter the element at the upstream end and
outflows leave through the downstream end. Short wave solar radiation

is absorbed internally in the body of the lake and ét the surface. The
fransmission of internal short wave solar radiation at elevation z is given

by Dake and Harleman (1966):

6, = 6, (1-pe ™) (2.11)

where zS = water surface elevation, ¢sn = net incident flux of short wave

solar radiation (joules/mz—day), B = fraction of ¢sn absorbed at the sur-
face (approximately 0.4 to 0.5), n = extinction coefficient of water. The

basic heat transport equation for an internal element is

Bu,T Bu T 3(¢_A)
9T , 1 3 _ 13 oT ii "o 1 z ‘
pral s (QVT) =13, [AD —-——32] + (2.12)

ot z A A Apc oz

where D is the heat molecular diffusivity. The equation is solved using
an explicit finite difference scheme.
To satisfy the surface boundary condition, the governing equation for

the surface element of thickness Azs includes (in addition to the terms in

. equation 2.12) the heat fluxes due to surface phenomena, i.e., direct solar
radiation @o, back radiation ¢br’ evaporation ¢e, convection ¢c’ atmospheric
radiation ¢an’ and the portion of the solar radiation which is absorbed at or

near the surface 8¢Sn. Direct solar radiation (¢o) is usually available from

meteorological stations or may be estimated by empirical formulas which

express it as a function of the clear sky radiation and cloud cover.
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Direct measurements of atmospheric radiation (@a) and other heat fluxes
generally are not available. Empirical formulas for estimating these
fluxes are well developed and may be found in Ryan (1971) and Octavio

(1977). The vertical flow rate Qv is calculated from the following mass

balance
3(Q,)
v Bui - Buo - (2.13)
With
Qv =0 at z =0 (2.14)

The distribution of Bui and Bu0 which also appear in the so-called
external heat source term in equation (2.12) as a result of the incorpora-
tionvof»the two-dimensional horizontal flows into a one~dimensional verti-
cal scheme, is calculated from the continuity equation for each element in
separate subroutines. With the notation in Figure 2.12,

z z

Qv(z,t) = Bf ui(z,t)dz - BJ uo(z,t)dz A (2.15)

Horizontal velocities are computed from inflow and outflow rates,
assuming Gaussian velocity distributions about the entry and exit eleva-
ti&ns. The height of the distribution is determined by the local density
gradient. The distribution may be cut off by the surface (in the case of
dam overflow or a surface outlet) or by the local bottom elevation (for
a submerged outlet close to the bottom). Entrance mixing of inflows is
accounted for by an entraimment factor, which specifies the additional
flow entrained‘by a given inflow. The resulting mixed flow is assumed to
spread with a Gaussian velocity distribution at a depth where the ambient
density matches that of the mixed inflow. (See Ryan and Harleman, 1971.)
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2.3.2 Convective Cooling

Since equation (2.12) does not account for turbulent transport
caused by external energy inputs at the surface, tﬁo mixing algorithms
are applied at the end of each computation time step. The first mixing
algorithm is to eliminate any density instability in the water column:
the model computes the density profile corresponding to the temperature
profile obtained from equation (2.12). When there is a density instability,
the adjacent layers of the unstable region are mixed downward until the
stability of the water column is restored. During each mixing computation,
it is assumed that fhe thermal energy is conserved, thus the temperatu?e of
the mixed layer is computed as the volﬁme.average temperature and the
density corresponding to this new temperature is computed for checking the
density stability of the water column. For example, if layer i with
"temperature Ti and volume Vi is mixed with layer i+l with temperature Ti+l
‘and volume Vi+l’ the resulting mixed layer will have a volume of (V1+V1+1)
and a temperature Tm defined as

V.T, +V
T = ( ii

T |

o1 e

m i +\1rlll) (2.16)
i 7 Vit

1) .

The density P corresponding to Tm is then computed from the equation of

state which expresses the density of water as a function of temperature.

2.3.3 Wind Mixing

The second mixing algorithm takes into account the stirring effect
induced by the wind. The wind mixing model is largely built on Kraus
and Turner's (1967) model which computes the thickness of the ocean's

upper mixed layer by balancing the turbulent kinetic energy and the
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internal energy. This approach, which is based on energy considerations,
overcomes the difficulty of specifying the temporal and spatial variations
of eddy diffusivity encountered in the diffusion model.

The mixed layer concept can be summarized as follows. Surface wind
shear acting as a stirring agent produces the turbulent kinetic energyl
(TKE) at a thin layer near the surface. This produced TKE is then trans-
ported downward and partially used to homogenize the fluid. At the
density interface, the remaining TKE plus any that may be locally gener-
‘ated by interfacial shear, and minus that which is locally dissipated by
viscosity or radiated into the quiescent layer by internal waves, is tfans—
formed into potential energy by entraining quiescent fluid below the inter-
face into the mixed layer. This entrainment, in addition to the previously
considered convective cooling and vertical advection, determines the
thickness of the mixed layer. The rate of increase of the mixed layer thick-

ness h during the time interval dt is defined as the entrainment velocity

- dh
e dt °’
The principle of the wind mixing algorithm is based on a series of

u . That is, u
e

turbulence entrainment experiments on stratified fluid. In 1955, Rouse

and Dodu performed a classic mixing experiment across a density interface.
In this experiment, turbulence was generated in the upper layer of a twb-

A layer stratified fluid by means of an oscillating grid. They found that
turbulence produced a well-mixed upper layer separated from the undisturbed
lower layer by a sharp interface. In later similar grid experiments by
Turner (1968), salt or heat was used to create the density difference.
Turner found that the entrainment velocity u, when normalized by the char-

acteristic scaling velocity Ups is inversely proportional to the Richardson
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number Ri:

u
e +
u—‘rRl
'3

1

with Ri defined as

Ri = 5Apg%
2
Pu

where g is the gravity acceleration,

(2.17)

(2.18)

is the relative density difference

across the interface and £ is the characteristic length scale.

In other experiments, illustrated in Figure 2.13, turbulence in the

upper mixed layer was generated by means of (1) a moving screen at the

water surface (Kato and Philips, 1969), (2) oppositely directed ejecting

jets (Moore and Long, 1971), and (3) wind shear at the surface (Wu, 1973).

Data from these experiments all support the Ri™

. observed by Turner (1968).
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The physical interpolation of the Ri_l law as an energy ratio can be
illustrated by considering an idealized form of stratification shown in
Figure 2.14, in which a mixed layer depth h is bounded by an interface of
negligible thickness across which there is a density increase Ap. The
quiescent layer beneath the mixed layer has a density gradient I'. 1In
accordance with the physical mechanisms discussed previously, turbulence in
" the mixed layer produced by wind shear at the surface, causes the mixed
layer depth to increase by an amount dh during a time interval dt and the

quotient u, = dh/dt is the entrainment velocity.

3
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Figure 2.14: 1Idealized Representation of Turbulent Entrainment
at a Density Interface
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The change in potential energy Ep of the mixed layer due to the

entrainment of the fluid element of thickness dh is
dEp = A dh Ap g h/2 (2.19)

where A is the interfacial surface area. The input of turbulent kinetic

energy at the surface during the time interval dt is
dEk = TousA dt (2,20)

where To is the surface wind shear stress and uS is the wind induced water
surface velocity. Replacing T, by the friction velocity Ty = poui and

assuming that the drift velocity u ~ u,, equation (2.20) becomes

_ .3
dE, = p uA dt (2.21)

Using the thickness of the fully mixed layer as the characteristic length

scale and u, as the characteristic velocity scale,

Ri = —AQ&% (2.22)
The ratio of the change in potential energy of the mixed layer to the

change in turbulent kinetic energy due to wind shear during the time inter-

val dt is given by

dE
_p.1dnh Apgh (2.23)
dEk 2 dt 3

Po Yx

Making use of the Richardson number defined by equation (2.22) and the
definition of the entrainment velocity, u, = dh/dt,

d

e ]
=

Ri (2.24)

xF|m

Al
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|
N+

P
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If the change in TKE is completely utilized in changing the potential

energy of the mixed layer, the ratio dEp/dE = 1 and equation (2.24)

k

becomes

u
€

u

1

=2 Ri (2.25)

%

This dependence of the entrainment rate on the Ri_l has been observed in
grid mixing experiments by Turner (1968) and others (see equation 2.17).
This led to the earlier wind mixing rule used in the MIT wind mixing model
(Octavio and Harleman, 1977), in which all the TKE input at the surface

is used for entrainment. However, experiments by Kantha et al. (1977)
covering a wide range of Richardson numbers indicated that the exponent of
-1 is only appropriate for Ri in the range of 100. This observation,
coupled with the fact that the MIT wind mixing model described above
tended to overpredict the thickness of the wind-mixed layer resulted in
a‘modification introduced by Bloss and Harleman (1979). This modification
was based on a parameterization of the total TKE balance at the density
interface given by Zeman and Tennekes (1977). Their studies indicated
that transient storage and dissipation of TKE, within the mixed layer,

are important in various parts of the Richardson number domain. If the
stratification is weak (i.e., low Ri), input of TKE at the surface is
mainly used to increase the TKE of the growing mixed layer and the buoyancy
flux (entrainment) across the interface is relatively small. On the other
hand, in a strbngly stratified system (i.e., high Ri), dissipation of TKE
in the mixed layer becomes important. This results in a reduction in

the entrainment across the highly stable interface. Bloés and Harleman
(1979) accounted for these two effects by assuming that
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dE
=2 = £(R1) (2.26)

dEk

where the Richardson number function is represented by

29.5 - Ril/2

f(Ri) = 0.057 Ri ¢( 14.7 + Ri

) (2.27)

This function, shown in Figure 2.15, indicates that when Ri = 1 only 10%
of the TKE input is available for increasing the potential energy of the
mixed layer by'entrainment. When Ri = 100, all of the TKE is available
and at Ri = 800 only 10% is available.

Following the computation of the internal heat transfer (see section
2.3.1) and the convective cooling (see section 2.3.2), the wind mixing
rule given by equation (2.27) is applied to redistribute the temperature
profile., After the completion of the heating and mixing computation, the
surface heat flux is recomputed using the slightly changed temperature of
the wind mixed layer. The sequential heating and mixing steps are con-
tinued until there is no significant change in the surface heat flux from
one iteration to the next. The computer program also checks to insure

that the resultant density profile is stable at the end of each time step.

2.3.4 Verification of the Wind Mixing Model

Lake Anna, located in central Virginia, has a surface area of
9,600 acres, a volume of 10.6 x 109 ft3, an average depth of 25 ft and a
maximum depth of 70 ft. The lake receives an average annual inflow‘of
about 270 cfs. The dimensionless number, %% , has a value of 0.15, with
E equal to molecular diffusion, which makes it an ideal lake for verifying

the correct specification of the diffusivity (see section 2.2.4).
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Synoptic temperature surveys have been conducted at about two-month
intervals since 1974. A meteorological station at Lake Anna measures air
and dew point temperatures, wind speed and short wave solar radiation.
Daily water release rates were available for a one-year period.

When a time step of one day is used, the input requirements of the
model include daily averaged values of the air temperature, relative
humidity, wind speed, cloud cover, and total daily short wave solar radia-
tion. Because cloud cover is not measured, it is calculated indirectly
through a comparison of the measured daily short wave radiation and the
known values for clear skies. Vapor pressure and wind speed valueé are
corrected from those measured at 15 meters fo corresponding values at 2
meters, based on the assumption of logarithmié profiles.

The.surface solar absorption fraction, B; (see equation 2.11) is
set equal to 0.5. Based’on Secchi disk measﬁrements, the extinction
coefficient for short wave solar radiation, n, is taken as 0.5 m-l. A
vertical grid spacing, Az = 0.5 m, is used.

A comparison of the modified wind mixing model (Bloss and Harleman,
1979) and the earlier version (Octavio and Harleman, 1977) with field
data from Lake Anna is shown in Figure 2.16. The temperature simuiation
stérted on April 6, 1974, when the lake was well mixed at 11°C. An~
element thickness Az = 0.5 m and a time step of 1 day were chosen. The
bold lines correspond to the modified wind mixing modél in which the
Richardson number function is given by equation (2.27), while the thin
lines correspond to the original version in which f(R1) = 1. The diffu-
sion model is also shown for comparison (dashed lines) and the field data

from a number of vertical transects on the lake is represented by circles.
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All three models used the molecular diffusivity of heat throughout the
lake depth.A The inclusion of the wind mixing algorithm has a very
significant influence on the temperature profile, giving the modified
wind mixing model the best overall agreement with the data.

Inasmuch as the eddy diffusivity in the diffusion model cénnot be
determined a priori, it may be asked whether it is possible to find a
constant value of diffusivity which will reasonably reproduce the
measured temperature profile which has been so well reproduced by the
WDMIX model. The predicted temperature profile using an eddy diffusivity
of 0.625 mz/day (or 50 times the heat molecular diffusivity) is shown in
Figure 2.17 as Cufve B; Curve A is the profile using the molecular
diffusivity. A comparison of Curve A and Curve B shows that increasing
the diffusivity to 50 times the molecular value‘(Curve A in Figure 2.17)
increases the temperature of the hypolimnion but does not result in an
increase in the thickness of the epilimnion or upper mixed layer. A
further increase of diffusivity will continue to increase the temperature
below the mixed layer as Curve C illustrates. Hence, a constant value of

diffusivity will not be able to reproduce the actual temperature profile.

50



1<

T ——

5 10 15

5+

15 —
M

I E——
LAKE ANNA
8-15-74

/ diffusiyity

20°C 25 30
| | A
/7 '
5
/_ /i —

/ [ A - with molecular
B - 50 x mglecular .|
/ diffusivity

] C - 75 x molecular
| diffusivity

I 1 _n

20

Figure 2.17:

] ]

(Ryan and Harleman, 1971) Using leferent Diffusivities



Chapter 3

PHOSPHORUS-CYCLE

3.1 Definition of Phosphorus Compartments

This chapter is concerned with the kinetics of the P cycie, which is
mostly influenced by biogenic processes. The results of experiments,
however, cannot be fully interpreted without a knowledge of the phosphorus
terminology. Moreover, the important parameters in all lake eutrophication
models are calibrated against field data which are also compared to the
model predictions to test their goodness—of-fit. The data plays such an
impqrtant role in the structure and the verification of the model that it
seems logical to first review the state-of-the-art of P measurement and
the state varilables of lake eutrophication models.

The cycling of phosphorus in lakes is inflﬁenced by biogenic processes.
Earlier studies of the redistribution of phosphorus in the ocean environ-
ment among three different forms (particulate phosphorus, soluble organic
phosphorus and soluble inorganic phosphorus) have laid most of the ground
work of our present understanding of the phosphorus cycle. The identifica-
tion of phosphorus as the key element in causing lake eutrophication
problems (National Academy of Sciences, 1969) has led to investigations
of the phosphorus cycle in lakes. Basically, there is no difference
between the phosphorus cycle in oceans and lakes; therefore, we may draw

inferences from both oceanographic and limnologic studies.

3.1.1 Analytically Separable Compartments.

The term "analytically separable P compartments' was introduced by

Rigler (1973) to refer to the different forms of P measurable by current
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chemical analytical techniques.

The measurement of P in a water sample usually involves three steps:

(1) the separation of P into different fractions;

(2) the transformation of the P fraction of interest into ortho-P
by acid digestion;

(3) the application of the molybdate blue method to measure ortho-P.
Various separation methods, digestion acids, and molybdate blue methods

have been used; Olsen (1966) counted about 100 variations.

3.1.1.1 The Molybdate Blue Method

The molybdate blue method was first developed by Osmond in 1887 to
measure the ortho-P concentration in laboratory solutions. Ortho-P reacts
with ammonium molybdate under acidic conditions to form ammonium phospho—

molybdate:

-3

4 + 12 (NH

PO 4) M0, 4 3 4 2

(3.1)

MoO, + 24 HY » (NH,) ;PO, +12M00, + 21 NET + 12 B0

The molybdenum contained in ammonium phosphomoloybdate can readily be
reduced to produce a blue-colored compound whose concentration may be
measured colorimetrically. This forms the basis of the molybdate blue
method. .Deniges (1921) and Atkins (1923) modified the method to make it
sensitive enough to measure the P content in natural water. Other modi-
fied methods differ in their use of additive, reducing agent or method of

solvent extraction, but are based upon the same principles (Levine, 1975).

3.1.1.2 The Terminology of the Analytically Separable P Compartments

The terminology for the analytically separable P compartments is
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based on the analytical separable method, the most commonly used being
that developed by Strickland and Parson (1960). Figure 3.1 is a schematic
diagram which illustrates this analytical procedure.

The total P content in the water is called total P(TP). The water
sample is filtered, usually with a 0.45 um membrane filter, and is separat-
ed into filterable and non-filterable portions. The amount of P in the non-
filterable portion is called particulate P(PP); the amount of P in the
filterable portion of the sample is called soluble P(SP). The amouﬁt of
P measured in the filterable portion without the process of acid digestion
is called soluble reactive P(SRP). The difference between SP and SRP is
called soluble unreactive P (SUP).

There have been several improvements on the molybdate blue method
since the early 1920's. Several filter sizes have been used to separate
the particulate P and the dissolved P, sometimes a centrifuge is
used in place of the filter. All these different methods ceftainly
create a terminological chaos which was well documented by Olsen (1966).

PP is also referred to as suspended P (sus.P) or sestonic P. SRP is
often referred to as soluble inorganic P (SIP), following the terminology
of Ohle (1938). SP has another quite popular name: total dissolved P

(TDP).

3.1.1.3 Possible Errors in the Measurement of Phosphorus

(a) The Presence of As:

P -is not the only compound which reacts with molybdate. Si, Ge and
As all react with molybdate under acidic conditions to form compounds

which can readily be reduced to blue colored compounds. The optimal pH
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Figure 3.1: Schematic Representation of Phosphorus Analysis Method
Developed by Stickland and Parson and the Terminology
of- the Analytically Separable P Compartments
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for the reaction of Ge and Si are higher than that for the corresponding
reaction of As. Molybdoarsenic acid is formed and reduced at a slower
rate than molybdophorphoric. Chamberlain and Shapiro (1969) extracted

the molybdophosphate into isobutyl alcohol to minimize the As interference
and reported that the concentration in As is high enough to:cause signifi-
cant interference (Rigler, 1973).

(b) The Analysis of Anoxic Water Sample:

The iron concentration in a lake is often much higher than the
ortﬁo—P‘concentration, especially in the anoxic hypolimnion (Hutchinson,
1975). 1In handling the water sample taken from the anoxic layer, it is
very difficult to keep the sample anoxic, particularly during the filter-
ing process where there is no practical method of preventing the oxidation
of water. Ferrous ion becomes ferric ion in the oxygenated water and
forms precipitate with OH and POZ3 (Stumn and Morgan, 1970). Phosphorus
in the water will be either precipitated with ferric ion as Fe(POA) or be
adsorbed onto the surface of the newly formed ferric precipitate.
Consequently, oxygenation of the anoxic water sample will cause an over-
estimation of the PP at the expense of SP.

The occurrence of possible error during the measurement process of
phosphorus is indicated by arrows in Figure 3.2. 1In the presence of As,
there will be an overestimation of total P, while during the analysis of
anoxic water, the measurement of total P is correct but there is a possi-
bility of overestimating the particulate P with a corresponding under;

estimation of SP and SRP.
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3.1.2 Biologically Separable P Compartments

A general summary of the major biological pathways of the P cycle in
an aquatié environment is shown in Figure 3.3 where P is cycled among 7
biologically separable compartments - ortho-P, dissolved organic-P,
bacteria-P, detritus-P, phytoplankton-P, zooplankton-P and fish-P. The
use of radiophosphorus 32P has been the most successful approach to study
the cycling of phosphorus in a natural aquatic system whefe several
processes are taking place simultaneously. Recent advances in our under—
standing.of the P dynamics in lakes may Be represented by works éf

Rigler (1964), Chamberlain (1968) and Lean (1973 a,b).

3.1.2.1 Ortho-P and the Biological Pathways of its Regeneration

Ortho-P 1is the nucleus of this biological P cycle. Almost all
phytoplankton can take up only ortho~P for their needs (excépt for a few
marine phytoplankton which have phosphatases bound to the surface of
the cell enabling them to hydrolyze phosphorus esters). Bacteria may
also compete with phytoplankton for the uptake of ortho-P. Rhee (1972)
has demonstrated the_importance of bacteria competition by showing that
the growth of Scenedesmus algae was severely affected by the presence of
Pseudomonas bacteria (Wetzel, 1975).

The extremely small ortho-P concentration must be rapidly and con-
tinuously replenished in order to sustain the growth of phytoplankton
for any extended period. The turnover time of epilimnetic ortho-P has
beenvmeasured in open lake water, artificial ponds, temperature oligo-
trophic to extreme eutrophic lakes, and bog lakes (Chamberlain, 1968;

Confer, 1969; Rigler, 1964). Regardless of the trophic state of the water
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body, the turnover time is generally between 1 to 8 minutes during the
summer stratification (Rigler, 1973).

Ortho-P may be regenerated from several sources: (1) the excretion
by phytoplankton and bacteria, (2) the excretion by zooplankton, (3)
autolysis of phytoplankton and zooplankton, (4) hydrolysis of dissolved
organic phosphorus. Each has been stressed by one scientist or another
as the most important source of ortho-P, but no systematic analysis of
the relative importance of each mechanism has been, or is, possible

(Rigler, 1973).

(A) The Excretion by Phytoplankton and Bacteria

Overbeck (1963) found that a bacterial suspension releases phosphate
and makes this phosphorus available to phytoplankton. The most important
evidence for this is probably the radioisotope experiment study by Lean
(1973 a,b) on the movement of phosphorus between its biologically import-
ant forms in lake water. Lean (1973 a,b) took water samples from the
epilimnion of Heart Lake (a small eutrophic lake) during the period of
June to August and analyzed them using the following procedures:

(a) Addition of 32PO to the water sample;

4

(b) Filtration with 0.45 um Milliﬁore filters;

»(c) Separation of the different compounds in the filtrate by
using Sephadex gel filtration chromatography.

The fraction retained by the 0.45 um filter is the particulate P
and that unretained contains dissolved P. The dissolved P is further

separated into 3 components: ortho-P, colloidal P and an unidentified

phosphorus compound XP. Figure 3.4 reproduces his experimental result.

60



XP

0.13%
0.002/min| Colloidal Particulatd
—~~———— P ' P
1.16% 98.5%
PO,
0.21%
Input

P MOVEMENT WITHIN EPILIMNETIC ZONE OF WATER
LEAN (1973)

Figure 3.4: Phosphorus Movement within Epilimnetic Zone of Water (Lean, 1973)

61



The significance of the colloidal P in the P cycling will be discussed
in a later section.

Lean interpreted the particulate pool as a composite of phytoplankton
and bacteria. From a steady state mass balance calculation, he estimated
that the direct release of ortho-P from the particulate pool is the most

important factor in causing the rapid turnover of the ortho-P pool.

(A) The Excretion by Zooplankton

Several scientists have studied the excretion of ortho-P by zooplank-
ton. Gardiner (1937) demonstrated that significant quantities of inorganic
phosphate are excreted by marine zooplankton. Rigler (1961) estimated

the phosphorus release rates of Daphnia magna to be 0.033 ng-P mg—l hr-l.

He also examined the forms of the released phosphorus and found no signi-
ficant difference between the amounts of SRP and the total soluble P.

Rigler (1961) therefore concluded that Daphnia released only inorganic
phosphate. Although many others have studied the phosphorus release by
zooplankton, the reported literature values are off by 2.5 orders of

magnitude. Peters (1972) reviewed the various experimental methods and
.suggested that non-uniform labelling may have caused an underprediction,
whereas re-uptake of the released phosphorus may have caused an overestimation.
Peters (1972) carefully designed his experimental.method to avoid tﬁe two poss-

ible sources of error. From studying the fully 1abe11edyDaphnia rosea, he then

proposed an empirical formula to relate the phosphorus excretion rate per unit
animal dry weight to animal dry weight, temperature, food cell concentration -

and food phosphorus content. He further compared excretion products with

32

PO using anion exchange, gel filtration, and uptake kinetics. These

4
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studies showed that about 90% of the released soluble P is ortho-phosphate.

(C) Autolysis of Phytoplankton and Zooplankton

Hooper (1973) well documented several laboratory studies which
follow the breakdown of plankton. Hoffman (1956) found that 20 to 25% of
the inorganic phosphorus and‘30 to 40% of the organic phosphorus is
liberated.by phytoplankton shortly after death, while between 80 and 907%
ig liberated within 24 hours. Marshall and Orr (1955) found a complete
breakdown of phosphorus of dead marine copepod within 2 days. The rapid
decomposition led these scientists to conclude that autolysis, rather
than‘bacterial action or the aétion of free enzymes, was the most important
regenerative process. Golterman (1960) reconfirmed the importance of
autolysis by showing that during a few hours of autolysis, 50% of the

particulate phosphate was returned to solution.

(D) Hydrolysis of Dissolved Organic Phosphorus

‘Dissolved organic phosphorus is readily hydrolyzed either by alkaline
sea water or by phosphatases which are hydolytic enzymes present in many
bacteria. The chemical reactions and hydrolysis rates of several
phosphorus compounds that are commonly used in large scale operations can
be found in Shen and Morgan (1973). The current state of the art on the
hydrolysis of dissolved organic phosphorus, particularly its role in the
P cycle of the natural aquatic environment, is reflected in Hooper's
(1973) comment:

Despite the wealth of data on the quantity of dissolved

organic phosphorus in marine and freshwater systems, only
fragmentary and isolated efforts have been made toward
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the identification of these compounds. More important,
little or no effort has gone toward linking these
organic fractions with the metabolic activities of
bacterial and plant cells from which many of these
materials must arise. Other than suggestions that

the dissolved organic phosphorus represents the

more refractory compounds that decompose slowly and
that they are frequently liberated by bacterial cells,
there are few guides to their role in the biochemical
cycles of either marine or freshwater systems.

Lean (1973 a,b) separated the dissolved P of lake water into three
fractions: ortho-P, colloidal P and XP (see Figure 3.4). He demonstrated
that most of the P in the soluble P compartment is colloidal P which has

a molecular weight larger than 107. This colloidal material was later
identified as electron-opaque, non-rigid fibrils of approximately 3 to

10 nm in diameter (Leppard, Massalski and Lean, 1977). The behavior
and contact relation of the fibrils and their aggregates suggest a role
in contact cation exchange. An investigation of the chemistry of this
material in underway. No enzyme has yet been found to hydrolyze this
colloidal material (Burnison, personal communication) so that it may be

considered a biologically inactive substance that may eventually aggregate

and settle out.

3.1.2.2 Other Biological Pathways in the P Cycle

Since all living organisms contain phoshorus, P is incorporated
into the biomass of each trophic level through the food chain: phytoplank-
ton - zooplankton - fish. Each trophic level grazes on the next lower
trophic level and is grazed on by the next higher trophic level.

The non-living particulates are collectively referred to as detritus,
which can be further divided into inorganic detritus and organic detritus,
depending on its origin. The definition of detritus by its origin not
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only gives no information on its chemical properties but also may be mis-
leading; for example SiO2 and CaCO3 are sometimes referred to as organic
detritus. The detritus compartment in the P cycle only refers to the
organic detritus, which consists of dead organisms and fecal pellets.
Although in the natural aquatic environment most particulate matterbmay

be detrital material(Wetzel, 1975), the rapid liberation of phosphate from
dying cells by autolysis of phytoplankton and zooplankton causes the
phosphorus content of detritus to be low (Golterman, 1973). Marshall and
‘Orr (1955) found that Calanus produced pellets at the rate of one every

5 to 6 minutes. However, they believed that the phosphorus content is low.
Thus the role of detritus in the phosphorus cycle is not clear.

3.1.3 Difficulties in Relating the Biologically Separable P Compartments
to the Analytically Separable P Compartments

It is conventional to assume that ortho-P is measured as SRP and
phytoplankton~P as PP. However, under many circumstances these assump-
tions may be invalid. The recognition of these circumstances is important
for the modeller and the critic of the models. The following sections will

elaborate further on these points.

3.1.3.1 Ortho-P from SRP

There has been an increased awareness of the fact that SRP (SIP) is
not ortho-P since the early sixties. Rigler (1973) has excellently
presented the historical developments which lead to this conviction.
Kuenzler and Ketchum (1962), using radioisotope of P (32P) to study the

P uptake of Phaeodactylum tricornutum, found that the maximum possible

ortho-P in the solution calculated from the ratio of 32P in the solution
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to 32P in cells was 4% of the chemically determined SRP. Rigler (1966,
1968) found the same difference in lake water; he reported that the
yalues of SRP from chemical analysis were 10 to 100 times higher than
those maximum possible ortho-P values obtained from radioisotope analysis.
He suggested that the gross overestimation of ortho-P by the chemical
analysis could be due to any or all of the three causes:

(a) The damage of the algae cell during the filtration process;

(b) The hydrolysis of other forms of P to ortho-P by acid in the
molybdate reagent;

(¢) The presence of As which reacts with molybdate qnder acidic
conditions and subsequently interferes with the colorimetric detgrmina—
tion.

Although the first possibility lacks convincing evidence (King,.1970;
Lean, 1976), the second and third possibilities have been confirmed.

The second cause is the inherent limitation of the molybdate blue method -
which perhaps contributes most of the overestimation.v In order to have

a better estimation of the ortho-P concentration, several researchers have
tried physical and biochemical methods to separate ortho-P from other
soluble-P. Examples of these methods are: ion exchange, Sephadex gel
filtration and radiobioassay.

Rigler (1968) used a column of hydrous zirconium oxide (HZO) to
extract the orthophosphate from the lake water and measured the P in the
eluate of the column and the P in the water sample which was without the
extraction process. The result showed that the SRP measured from the
column eluate was 11-66% of the SRP measured from the unextracted water

sample. Lean (1973a,b) demonstrated that most of the P in the soluble P
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compartments is associated with a high molecular weight colloid (with
molecular weight as high as 107). Stainton (1980) subsequently showed that
this colloidal P are hydrolyzed by the molybdate reagent of five popular
molybdate blue methods.

Levine (1975), using Rigler's bloassay, measured the ortho-P content
in the epilimnion and the hypolimnion of L227 (a very eutropﬁic lake) and
L302S (an oligotrophic lake) and found that the values of ortho-P were
extremely low (less than 0.1 ug/f). Rigler's bioassay measures the
maximum possible ortho-P; therefore, the true ortho-P in these lakes

could only be lower than those measured.

3.1.3.2 Phytoplankton-P from PP

The size distribution of particulate matters in the water is
summafized in Figure 3.5. Bacteria is at the lowest end of the spectrum
with an upper limit of approximately 0.2 um; phytoplankton varies from 0.2
pym to 1000 um; zooplankton varies from less than 100 um td larger than
2000 pm and detritus, which represents the dead organism or the. decomposed
dead organism, covers the whole size distribution. Although the exact
" 1imits of the size distribution of each of these biologically separable
particulate matter are unknown, the overlapping is clear.

The demarcation line between the particulate matter and the dissolved
- matter is undoubtedly an artificial one. The general practice is to use
a 0.45 ym filter to separate TDP from PP. Particles trapped by this
size filter may include phytoplankton, zooplankton and detritus.

Bacteria are often embedded in the detritus and cannot be distinguished

from it by the conventional method of filter separation. Moreover, if the
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pore of the filter becomes clogged, which is not uncommon during the
filtration process, then the smaller particles such as bacteria will also
be retained and will be measured as particulate P.

The separation of zooplankton from phytoplankton is difficult. Often,
a filter size of 70 um is used to separate the two; but as seen from
Figure 3.5, a small zooplankton will not be screened by this filter.
Consequently, the measured particulate P may include some émalllzooplankton.

The presence of zooplankton makes the data interpretation difficult.
Zooplankton-P is an important fraction of the total P in the water columm.
If phytoplankton/zooplankton population exhibits the classic predator-prey
oscillation, then there are periods when zooplankton bound P is the major
fraction of total P. Yet, it 1s never clear whether the measured total
P includes zooplankton-P. Zooplankton exhibits pronounced non-uniform
distribution. A 50 ml or a 100 ml sample, which is normally used for
the determination of total-P in lake water, does not adequately sample
zooplankton. Chamberlain (1968) demonstrated that the temporal fluctua-
tions in the total P in the trophogenic zone are due to the variance of
particulate matters larger than 70 um. He showed that the inclusion of
one extra Daphnia, containing 0.19 ug-P in a 50 ml water sample would
increase the total P of the sample by 4 ug/l. Multiple samples provide
some guidelines on judging the presence of large zooplankton; however,
the difficulty of separating small zooplankton from net phytoplankton
(>50 um) always casts doubt on the interpretation of the measured total-P.

Practically all the dynamic phytoplankton models assume that the
measured TP does not include zooplankton bound P. A correct judgement

is based on the knowledge of the employed method for data collection. It
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is important to realize the variability introduced by inadequate sampling.

3.2 Review of the Structure of P Model of Some Existing Lake Eutrophica-
tion Models

A representative group of phosphorus models of varying degrees of
complexity are reviewed in this section. The focus is on the nutrient
cycling concept and on the relationship between model state variables
and field measurement. A listing of the reviewed models follows (the
formulation of phytoplankton growth will be described and discussed in

Chapter 4):

(1) Snodgrass and 0'Melia (1975): Cycling of soluble phosphorus

(OP) and particulate phosphorus including plankton (PP).

(2) Imboden and Gachter (1978): Phosphorus cycle similar to
Snodgrass and 0'Melia with modifications in the transformation rate
process and sediment exchange formulations.

(3) Jérgensen (1976, 1978): Cycling of soluble and detritus

: phdsphorus with additional state variables for plankton, fish and

sediment exchange.

(4) Chen and Orlob (1972): Inclusion of competitive species of

plankton and fish in addition to consideration of nitrogen and carbon

cycling.

(5) .Thomann and DiToro (1975): Similar to Chen and Orlob structure

with differences in linkages and transformation rates employed.

(6) Richey (1977): Complex biochemical model including explicit

representation of bacterial transformation processes.
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3.2.1 Snodgrass and 0'Melia (1975)

The biochemical model, shown schematically in Figure 3.6 includes
two state varigbles for phosphorus: [OP] which combines PO4 and soluble
organic phosphorus and [PP] which combines living particulate phosphorus
(phytoplankton and zooplankton) and non-living particulate phosphorus.

A linear relationship is used to represent the production of [PP]
from [OP]. This is a considerable simplification because of the aggrega-
tion of living and nonliving forms in [PP], and the very different
natures of various forms of soluble phosphorus. Each of the components
in [PP] possesses distinctly different physiological characteristics and
it is questionable whether all these components can be lumped
together. The model also assumes that the euphotic zone coincides with
the epilimnion layer. Thgrefore, a net assimilation (increase in PP)
occurs in the epilimnion and a net decomposition occurs in the hypolimnion.
This demarcation is somewhat arbitrary. The lowest limit of the euphotic
zone is the level at which the light intensity 1is 1% of that at the surface.
This depth has been reported to vary between 10 m in turbid inshore
temperature water to 100 m in clear water. The variability of this
depth with turbidity is important and the depth of the euphotic zone
should not be artificially fixed by the location of the thermocline.

Snodgrass and O0'Melia assume a first order decomposition of [PP] to
[OP], a valid approximation that has been verified in both pure and mixed
cultures of plankton and bacteria. However, the use of a six-month
constant rate coefficient is questionable since the rate of decomposition

is temperature dependent. Moreover, there is no mechanism in the model to
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allow for sediment-water exchange of phosphorus. This limits the
applicability of the model to lakes in which the effect of the littoral

zone on the phosphorus cycle is of minor importance.

3.2.2 Imboden and Gachter (1978)

As shown in Figure 3.7, this model treats phosphorus in two
compartments, [PP] and [OP] as in the Snodgrass and 0'Melia model. Two
major modifications are:

(a) The [PP] production rate is assumed to be phytoplankton growth
rate which in turn is related to the [OP] concentration by Monod's
kinetics; the self shadowing effect of the particulate phosphorus is

~included.

(b) The return of orthophosphorus from the sediment to the over-
laying water is included.

The definitions of [OP] and [PP] differ slighlty from those in
Snodgrass and O'Melia's model. [OP] represents only the concentration of
orthophosphate and [PP] represénts the concentration of particulate
phosphorus incorporated in plankton. The model also assumes constant
decomposition rate coefficients and an equality between the euphotic
zone and the epilimnion. There are some difficulties in the choice of
the total flux from the sediment and vertical diffusion coefficients
since the effects of these parameters are linked.

Since the model does not explicitly account for the temperature effect,
the production rate at optimal light and nutrient condition is left as a
calibrated parameter. Its valuevaries by a factor of 4 to 5.5 over the

year in the three applied cases (Alpnachersee, Greifensee and Lake
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Washington). In this model, there are more than 19 parameters calibrated
using monthly field measurements. Table 3.1 shows the relationship between
state variables (S) and field measurements (M), when the model was

applied to Lake Alpnachersee and Greifensee.

Table 3.1

Model State Variables vs. Field Measurements
Application to Lakes Alpnachersee and Greifensee (Imboden et al.,1978)

M S PO Phyto-P

PO 1 -

Monthly measurements; PO, data were available at depths O m,
25 m, 32 m for Lake Alpnachersee and at depths O m, 5m, 10 m,
20 m, 30 m for Lake Greifensee
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3.2.3 Chen and Orlob (1972)

The phosphorus cycle in the Chen and Orlob model, shown in Figure
3.8, is considerably more complex than the previous models discussed. It
includes two algal, one zooplankton and three fish species.

The orthophosphorus-algae interrelationship is basically similar to
Imboden's formulation. Two major differences are:

(1) The uptake rate of ortho-P is affected jointly by three nutrients -
nitrogen, phosphorus and carbon. The previous models assumed that phosphorus
was the only limiting nutrient.

(2) The model explicitly simulates the competition of two algal
.species. The inclusion of two algal species is more satisfactory than the
usual simplification that regards plankton as a single entity. This model
is able to simulate the seasonal succession of phytoplankton, a common
phenomenon observed in natural environments.

The model assumes that detritus is produced through the grazing
inefficiency and mortality of fish and zooplankton; and that ortho-P is
regenerated through respiration of all living organisms considered in the
model. Phytoplankton, zooplankton and fish obtain their energy from
aerobic respiration, that is, the oxidation of organic compounds
by oxygen. Phosphorus in cells exists
mainly as phospholipid (an essential component in plasma membrane);
nucleic acid (RNA, DNA) and high energy compounds (ADP, ATP). None of
these phosphorus containing compounds serve as the organic fuel of the
phytoplankton respiration process. There is no evidence that phosphate

is released during the phytoplankton respiration process. Perhaps the
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respiration process in this model is loosely defined to include other
biological activity such as excretion and lysis. If this is so, the term
should be clearly redefined in the model since respiration is a very well
studied process and the careless use of the term will lead to erroneous
citation of literature values and fiﬁdings.

When this 36-parameter model was applied to Lake Washington, the
following relationship exists between state variables (S) and field

measurements (M):

Table 3.2

Model State Variables vs. Field Measurements
Application to Lake Washington (Chen and Orlob, 1972)

S .
M PO4 Phyto-1 Phyto-2  Zoo. Fish-1 Fish-2 Detritus
PO4 1
Chlo-a ' kec ke (1-c)

where k = the ratio of chlorophyll-a to phytoplankton biomass, c =
the ratio of phytoplankton-l to total phytoplankton with total phyto-
plankton defined as the sum of phytoplankton-1 and phytoplankton-2;
bimonthly data averaged over the year 1962 and 1963 were used, 1 data
point every 10 m, '

Data are only available at 10 meter intervals. Secchi depths were
in the order of 1 m for Lake Washington during July and August of 1962

"and 1963 (Edmonson, 1972). The corresponding extinction coefficients

may be estimated by (Ford, 1977):
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n = 1.9 (3.2)

where n is the extinction coefficient and dS is the depth of disappearance
of the secchi disk.

A secchi depth of 1 m gives an extinction coefficient of 1.9 m—l
which leads to an euphotic zone of 3 meters. One data point taken at

10 meter intervals hardly contains enough information to verify the

" important model parameters.

3.2.4 Thomann and DiToro (1975)

~ The diagram of the phosphorus cycle in Figure 3.9 shows the growth of

phytoplankton as a function of light, temperature and two ﬁutrients (p
and N). The various constants are considered to be averages over the
natural population. The food chain in this model is photoplankton - herbi-
vorous zooplankton - carnivorous zooplankton - upper trophic level #1 -
upper trophic level #2. Grazing rates and respiration rates for trophic
levels higher than phytoplankton are linearly proportional to the tempera-
ture. |

| Phosphorus, other than that incorporated into plankton and higﬁer
trophic levels, is divided into two compartments —‘inorganic P and non-
vliving organic P. Non-living organic P is produced from inefficient
grazing and mortality of zooplankton and fish and is decomposed to
inorganic P. The parallel of this non-living organic P in Chen and Orlob's
(1972) model is detritus P. In Chen and Orlob's model, however, detritus
is considered as particulate matter subjected to settling loss, while the

non-living organic P in this model is considered to be dissolved substance
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subject to no settling loss but interchanged with the sediment through
physical transport processes.

Inorganic P is also considered to interchange separately with the
same form of phosphorus in the sediment. There is no interaction between
.sediment non-living P and sediment inorganic P, even though high bacterial
activity is expected in the sediment.

There are 42 parameters in this model. When the model was applied
to Lake Ontario, the following relationship existed between model state

variables and field measurements.

Table 3.3

Model State Variables vs. Field Measurements
Application to Lake Ontario (Thomann and DiToro, 1975)

S
M PO4 Phyto. Zoo-H Zoo-C Troph.-1 Troph.-2 Non-living P
PO4 1
Chlo-a : k
Zoo klc kl(l—c)

*where k = the ratio of chlorophyll-a to phytoplankton biomass, k, =

the ratio of zooplankton carbon to zooplankton biomass, c¢ = the Fratio
of herbivorous zooplankton to total zooplankton which consists of both
herbivorous zooplankton and carnivorous zooplankton; Bi-weekly to
monthly data were used (averaged over the years 1967, 1968, 1969, 1970),
averaged over the upper 17 m depths.
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3.2.5 Jgrgensen (1976, 1978)

Figure 3.10 is the schematic diagrém of Jdrgensen's model (1976,
1978), which is also very similar to Chen and Orlob's (1972). Differences
may'be summarized as follows:

(1) The exchange of soluble P between sediment and water takes
into account the concentration dependence of the decomposition rate and
the model distinguishes between exchangeable and unexchangeable phosphorus.

(2) Mortality of phytoplankton is also a source of detritus;

(3) Soluble P.is regenerated through zooplankton respiration and-
detritus decomposition and is exchanged with the sediment.

(4) Soluble P replacés the role of PO4 in Chen and Orlob's‘model.'

As definéd in section 3.1, soluble P refers to the total amount of P
contained in the fitrate passing through a 0.45 um filter. Lean (1973
a,b) subdivided soluble P into colloidal P, XP and PO4 and showed that
colldidal P was the major fraction of the soluble P in lake water taken
from the summer euphotic zone (see section 3.2).’ The concentration of
colloidal P remains fairly constant throughout the year in both hard and
soft waters. Uptake of phosphorus from this form is negligible (Schindler
and Fee, 1975). Since colloidal P has chemical characteristics distinctive-
ly different from that of POA'S it should not be lumped with PO4 és a
single identity.

It should be noted here that the uptake of soluble P by phytoplanktoh
is actually formulated as the uptake rate of ortho-P by phytoplankton. In

all the models previously reviewed, :he uptake rate is formulated as

phytoplankton growth rate.
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This model has been applied to three lakes (Jdrgensen

and Harleman, 1978). When this 45-parameter model is applied to Glumso

Lake the relationship between state variables and field measurement shown

in Table 3.4 exists.

Table 3.4

Model State Variables vs. Field Measurements
Application to Glumso Lake (Jérgensen, 1976)

)
M PO4 Phyto. Zoo. Fish  Detritus
Solu. P 1
Chlo-a or
Cell No. ky or k,

* .
where ki = the ratio of chlorophyll-a to phytoplankton biomass,

k) = the ratio of phytoplankton cell number to biomass; Biweekly

to monthly measurements were used (averaged over the years 1972,
1973, 1974, 1975).
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3.2.6 Richey (1977)

This model presents an excellent example of how to use a conceptual
phosphorus model in conjunction with a short term, extensive field measure-
ment program to test a series of hypotheses. The purpose of this model is
to test the proposed relationship between primary production rate
(measured as increase of particulate organic C in units of mg C/ m3/hr)
and phosphorus flux (measured as ug P/1/hr).

The schematic diagram shown in Figure 3.11 consists of 9 compartments:
dissolved inorganic P, dissolved organic P, phytoplankton P, polyphosphate,
bacteria particulate P, zooplankton particulate P, detrital particulate P,
settleable particulate P and ferric phosphate.

- Bacteria competes with phytoplankton for the uptake of ortho—P;
and in addition, uses dissolved organic P as substrate. The uptake of
ortho-P by phytoplankton is considered in a rather complicated manner:

(a) The uptake of ortho-P by phytoplankton = 1/40 (by weight) of
the net carbon uptake rate by phytoplankton;

(b) 1If the amount of ortho-P present is not sufficient to supply the
ortho-P required in (a), phytoplankton will produce the exoenzyme
alkaline phosphatase to catalyze the hydrolysis of dissolved organic P;

(¢) 1If there are excessive amounts of P inside phytoplankton, the
excessive P will be converted to polyphosphate which will later supply the
phosphorus needed for (a) when the external ortho-P is insufficient. It is
not clear how condition (c) could exist if the uptake of ortho-P is modeled
in the manner described in (a). Moreover, it is unclear how cases (b)
and (c) could be measured and identified in this field study. Aé part of

the metabolic process, phytoplankton excretes dissolved organic P which may
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| DIP (Q,) = dissolved inorganic phosphorus
\ DOP (Q,) = dissolved organic phosphorus
PPP (Q,) = phytoplankton particulate phosphorus
BPP (Q,) = bacteria particulate phosphorus
ZPP (Q,) = zooplankton particulate phosphorus
POP (Q¢) = polyphosphate
DET (Q,) = detrital phosphorus
PHY (Q,) = ferric phosphate
SED (Q,) = sediment phosphorus
AP = alkaline phosphatase
T = temperature
LT = light
J,3 = phytoplankton uptake of DIP
Jys = bacteria uptake of DIP
J,6 = polyphosphate formation
J,s = precipitation of phosphate
J, = release of phosphate via condensation
J,; = phytoplankton uptake of DOP
J24 = bacteria uptake of DOP
J3, = phytoplankton excretion of DOP
J3s = zooplankton grazing of phytoplankton
J33 = phytoplankton death
J4s = zooplankton grazing of bacteria
J47 = bacteria death
Jsy = zooplankton excretion of DIP
Js1 = zooplankton death
J¢1 = polyphosphate utilization
J4; = autolysis of DIP
J1¢ = loss of DET to sediments
Jas = loss of precipitated DIP to sediments

Figure 3.11: Schematic of Richey (1977) P Model
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release dissolved inorganic P.

Zooplankton grazes on bacteria and phytoplankton, and in turn
excretes phosphate. Detritus P is formed from dead phytoplankton,
bacteria and zooplankton. Within several hours after death, 25 to 757%
of the phosphate will be released through lysis. The regeneration rate
of ortho-P from detrital P is 0.7 hr_l, or 16.8 day_l. The remaining
cell P, mostly slow—degradipg nucleic acids, settles out of the water
column. The model also considers the precipitation of ortho-P with iron,

either through FePO, formation or through physical adsorption on to dther

4
iron precipitates.

This model was tested against the phosphorus cycle in Castle Lake.
The discrepancies existing between the predicted phosphate uptake and
the model prediction (Figure 3.12) indicate the need for accurate and
senéitive analyses for the different phosphorus pools and for a further
understanding of the interchange mechanisms. |

The ability to test this complex model is further limited by the
availability of data. However, the model does serve the purpose of

indicating future directions for field measurements directed at the dis-

aggregation of state variables now commonly lumped together.
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3.3 Summary and Conclusions

3.3.1 Summary of P Models

3.3.1.1 Approaches in Presentation of P Models

The review of existing phosphorus models in section 3.2 indicates
that two general approaches have been used in the presentation of the
phosphorus cycle. In the first approach used by Snodgrass and 0'Melia,
and Imboden and Gachter, the cycle is presented in terms of the analytical-
ly separable forms of phosphorus, i.e., ortho-P and particulate-P. The
second approach, as used by Chen and Orlob, Thomann et al., Jérgensen,
and Richey, represents the phosphorus cycle as a life cycle of various
trophic levels (ortho-P, detritus-P, bacteria-P, phytoplankton-P,

zooplankton-P and fish-P).

3.3.1.2 The Comparison of the Two Approaches

The first approach is a natural consequence of the available existing
field data for lakes, most of which are given in terms of concentrations of
total-P, particulate-P, dissolved organic P and soluble reactive P (see
section 3.1). The existence of these data allows models constructed by
thisapproach to be calibrated and verified against field measurements.
Imboden (1978), however, did not fully utilize the available data and
. compared only soluble reactive P with his model's ortho-P state
variable (see Table 3.1). 1In order to express the reaction rates between
the different P compartments, which might bear no biological meaning
begause of the lumped nature of the compartments, a large number of
. calibrated parameters is necessary. For example, even the simple

structure of Imboden's model requires more than 19 parameters.
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The second approach is derived from an understanding of basic inter-
actions in laboratory pure culture studies. This approach is more
theoretically pleasing since it follows the sequence of the natural food
web structure., It allows the rates in the model to be related to the
rates measured from laboratory studies. However, since the natural system
is a composite of species, the direct extrapolation of the pure culture
study results to the model formulation is not possible. The current
approach with the exception of Richey's, ie still to calibrate numerous
model parameters with scanty field data. Therefore, the major difficulty
-of the second approach is in the limitations of the'aﬁailable data. For
example, in Chen and Orlob's model, the particulate P was a composite of
phosphorus contained in phytoplankton-1, phytoplankton-2, and detritus.
When the model was applied to Lake Washington, complete model verification
was not possible since there was no measurement of the size of each sub~
particulate phosphorus compartment (see Table 3.2). This fine division
is only meaningful, however, if the reaction rates between eéach phosphorus
compartment is known. At this stage when rates are still calibrated by |
field data, it seems premature to discuss the importance of each unmeasured
compartment in the P cycling.

The uncertainty about the reaction rates can be illustrated by compar-
ing tﬁe detritus decomposition rate (or decay rate of non-living organic-P
in Themann ana DiToro's model) used in the differenf models. Chen and
Orlob used a rate of 0.001 day_l for Lake Washington, Thomann and DiToro
0.007 day-l for Lake Ontario and Jdrgensen 0.1 day_1 for Lake Glumso.
These calibrated values differ by a factor of 100 and are much lower than

the value of 20 daly_1 estimated by Richey (1977) from field radio tracer
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measurements. An overall factor of uncertainty of 2000 for the same
reaction rate (0.001 day_l in Chen and Orlob's vs. 20 dayml in Richey's)
certainly cannot be explained by the difference in aquatic systems; it
is more a reflection of the lack of data.

The vast difference in the decomposition rate certainly leads to
extremely different conclusions about the importance of the ortho-P
regenerated through the internal cycling made possible by the detritus
pool. The detritus pool (or the non-living organic pool in Thomann and
DiToro's model) channels the regeneration of ortho-P through the mortality
and inefficient grazing of zooplankton and fish (see Figures 3.8, 3.9,
3.10 and 3.11). To illustrate, consider a detrital particle settling at
a rate of 0.2 m/day (Chen and Orlob, 1972). It will reach the bottom of
a 10 m deep lake in 50 days and will still retain 95% of its original P
content if it has been decomposed at a rate of 0.001 day_l, but it will
- retein less than 1% if its original P content i1f it has been decomposed
at a.rate of 0.1 day-l. Undoubtedly, with a rate of 0.001 day, the simu-
lation result will indicate‘that little of the ortho-P is regenerated
through the mortality and inefficient grazing of higher trophic levels,
while with a rate of 0.1 day—l, the opposite conclusion results. There-
fore, we may conclude that if we have the correct knowledge of all the
reaction rates between those biologically meaningful phosphorus compart—v
ments, the second approach is preferable. However, if we do not have
correct knowledge of these reaction rates and have to rely on field data
to calibrate important rate parameters, then we should consider the first

approach.
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Imboden et al. (1978) assumed that the particulate-P compartment is
phytoplankton-P. This assumption allowsuus to view the P cycle presented
in the first approach as a subset of the P-cycle of the second approach,
i.e., the first approach simply stops at phytoplankton without including
higher trophic levels. 1In the two approaches, all the reviewed models
assumed that the total P measured excludes phosphorus contained in trophic
levels higher than phytoplankton. The two approaches, therefore; differ
in their representation of the mechanism through which total-P is lost
from the lake. Figure 3.13 illustrates these differences. In the first
approach, total-P is lost only through the settling of phytoplankton
while in the second approach, total-P may be lost through the zobplankton
grazing on phytoplankton and the settling of phytoplénkton and detriﬁus.
Moreover, total-P may be gained from the respiration/mortality of any higher
trophic levels (zooplankton and fish).

The settling rate in the first approach has to be time varying in
order to account for the loss of total-P due to the storage of P in
zooplankton and fish. There are cases, however, that cannot be modeled
by the first approach even with a variable settling rate. Let us consider
a classic predator-prey (zooplankton-phytoplankton) system as described by

the Lotka-Volterra equation:

4GD) ~ (xpy[a - a(zp)] (3.3)

D) - ()b + BCxp) ] (3.4)

where xp and zp are the phytoplankton-P and zooplankton-P concentrations,

respectively; a,B and a,b are the growth and death rates of phytoplankton,
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zooplankton respectively. It is assumed that there is no external phos-
phorus supply; all the phosphorus released during the death of zooplankton
is used for phytoplankton growth, that is a equals b; and phosphorus
released during the death of phytoplankton is used for zooplankton growth,
that is o equals B. If the initial concentrations of xp and zp are not
the equilibrium concentrations (i.e.,~%-and %), then the concentration

of phytoplankton-P and zooplankton-P oscillates about the equilibrium

concentration as illustrated in Figure 3.14.

concentration

Figure 3.14: Oscillation of Predator-Prey Population as Described
by the Lotka-Volterra Equation

Since the zooplankton—P is not measured as part of total P, the phytoplank-
ton-P repreéents the total-P concentration. During the period'Tx, there.is
an increase of total-P which cannot be modeled correctly by the first
approach. The first approach has no means'of accounting for this

increase of total-P other than by treating it as an external source.
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3.3.2 Evaluation of the Necessary Number of State Variables in a P Model

The major P biological pathways as of our current understanding

have been incorporated in a P cycle shown previously in Figure 3.3. This
P éycle is partially‘caﬁtured by each of the reviewed models. At this
point, if we do not consider the option of representing each trophic

level with multi-species, the maximum number of state variablés may be as:
many as 7, which is the number of biologically separable P compartments in
the P cycle shown in Figure 3.3 (ortho-P, soluble organic-P; detritus,
bacteria, phytoplankton, zooplankton, fish). bn the other hand, the
smallest number of state variables is 2, as in Imboden and Gachter's
(1978) and Snoagrass and O0'Melia's (1975)models which only consider the
‘movement of P between ortho-P and phytoplankton-P. Therefore, the number
of state variables in a P model may lie between 2 and 7. As discussed
previously, if all the reaction rates are known, an extensive model 1is
preferable since it will allow an examination of all the important
. processes. At this moment,vhowever, most of the reaction rates are
" still uncertain. The availability of data has to be considered in
choosing a model, but there seems to be no clear indication which would
be the best choice. However, an attempt will be made to decide on the
necessary number of state variables by evaluating the maximum possible 7
variables using criteria such as the objective of the model; the limitation

of the model and the simplification desired.

3.3.2.1 State Variables Not Included in the Total P Measurement

Fish. If the P model is to predict the effect of P input to the

fish production or if the model is to consider the effect of trace metals
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on humans from the consumption of fish, then the inclusion of fish as a
state variable is necessary. However, if the objective of the model is.
to predict the duration and magnitude of the phytoplankton bloom, then
the inclusion of fish may not be necessary.

Three of the reviewed models contain fish as a state variable. Fish,
the highest trophic level considered, acts as (1) a sink for zooplankton
through the grazing activity, (2) a source of detritus (or non-living
organic P) through the mortality or inefficient grazing, and (3) a
source of inorganic P through respiration. These roles of fish in the P
cyclg affect its choice as state variable in the P model, as seen in the
next parégfaphs.

It should be recalled that there are usually'not enough zooplankton
data to verify the zooplankton related parameter values. DiToro (1979),

' using Lake Ontario as a case study, investigated the reliability of the
model parameters and found that the mortality rates of zooplankton are
subject to coefficients of variation of 130% (carnivorous zooplankton) to
lGQO% (herbivorous zooplankton). The loss of zooplankton due to fish
grazing is only 127 of the loss due to zooplankton mortality, i.e.,
0.015 dayml vs. 0.125 day—1 (Jérgensen, 1976). Since the mortality is
subject to a high percentage of error, it seems hardly possible that the
accuracy of the model's prediction can be increased by including a fish
grazing factor which is only 12% of the mortality value.

The mortality of fish is considered as a source term for the detritus
pool in Chen and Orlob's model (1972), and for the non-living organic P in
Thomann and DiToro's model (1975). However, the calibrated mortality
rate used was zero, which suggests that it is not necessary to include
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fish as a source term.

Chen and Orlob (1972) also considered the fish respiration as a
sourcevof the ortho-P. The rate used in the model's application to
Lake Washington is 0.001 day_l.. Since the duration of phytoplankton
bloom is in the order of weeks to a month, a 0.001 dayml rate is of
. little significance to the regeneration of ortho~P. In summary, unless
the purpose of the model is to explicitly consider the fish population

variation, the inclusion of fish as a state variable is not necessary.

Zooplankton. Zooplankton, being the principal predator of phytoplank-
ton, are expected‘to have significant influence on the control of phyto-
plankton population. The classic predator-prey oscillation was observed
by Shiao (1976), who showed a periodic growth of the phytoplankton and
zooplankton, with zooplankton chasing the phytoplankton. As discussed
previously (section 3.3.1), however, the zooplankton grazing effect may
be lumped with the actual phytoplankton settling rate into what may be
collectively termed the equivalent settling rate. There is a limitation,
:though to the use of this equivalent settling rate, which may be seen from
a total P budget. When there is a significant increase of total-P
which cannot be accounted for by an external source or sediment return,
the inclusion of zooplankton as state variable is absolutely necessary.
When the total-P budget shows a decrease or balance, the choice of in-
corporating zooplankton as model state variable or employing a variable

settling rate is left to the discretion of the modeler.
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3.3.2.2 State Variables Included in the Total P Measurement

The total P content in water, separated into three different
components by conventional chemical analytical methods (see section 3.1),
may be represented as a sum of five modél state variables. The relation-
ship between analytically separable P compartments (whose terminology
follows that of Strickland and Parsons (1960)) and model state variables
is shown in Table 3.5. SRP is often considered to.correspond to state
variable ortho-P, SUP represents the sum of soluble unreactive P and

bacteria P; and PP represents the sum of phytoplankton P and detritus P.

Table 3.5

The Relationship Between Analytically Separable P
Compartments and P Model State Varilables

SRP 1 0 0 0O PO

soluble org. P
SUP = 0 1 1 0 0| x | bacteria P

phytoplankton-P
PP 0 0 0 1 1 detritus P

Phytoplankton P and Detritus P. Phytoplankton P is the center of

the modeling objective and therefore certainly cannot be omitted; the
question is whether the inclusion of detritus is necessary. The inclusion
of detritus as a state variable is meaningful if the mortality rate of
phytoplankton and other sources of detritus and the decomposition rate of
detritus are confidently known.

‘We will first review our knowledge of the phyﬁoplankton mértality
rate. Although literature on phytoplankton physiology is extensive, the
attention has been on the nutrient uptake and growth rate of phytoplankton.
Canter and Lund's (1943) study on a number of English lakes is one of the
few in the literature on phytoplankton mortality. They observed that after

the depletion of nutrients, phytoplankton are physiologically incapacitated
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and transformed into inactive cells which are highly sensitive to predation
by native microflora. Their observation suggests that mortality of phfto—
plankton occurs after the cells enter the stationary phase. The active
grazing of phytoplankton by zooplankton (Peters, 1972, estimated that 20% of
the phytoplankton is grazed daily by zooplankton) keeps the phytoplankton in
their logarithmic growth phase and thus reduces their susceptibility to the
parasitic fungus infection.’

Aside from phytoplankton, other sources of detritus are the particu-
lates excreted by zooplankton becasue of ineffective grazing. Since more
tﬁan 90% of the phosphorus excreted by zooplankton is ortho-P (see Section
3.2), less than 10% of the excreted P is retained in the particulate matter.
In other words, the regeneration of ortho-P through direct zooplankton ex-
cretion is an order of magnitude larger than that through decomposition of
the excreted particulate matter.

Finally, we may evaluate the necessity of including detritus as state

.variable in light of observations which indicate that detritus decomposes
rapidly (Section 3.2). Richey (1977) estimated the detritus decomposition
raﬁe to be in the order of 2- day“1 which is far greater than its rate

of supply. To illustrate this, consider the network of two cdnsecutive

first order reactions (or two stage reactions) shown in Figure 3.15.

Figure 3.15: A Schematic Representation of a 2-Stage 1lst Order Reaction
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A represents the detritus source, B the detritus and C the ortho-P.
Assuming that the initial concentration of A is Ao’ and the initial

concentrations of B and C are both 0, the solution to this problem is

A=A exp (—klt) (3.4)
kl
B = A0 kz_kl [exp (—klt) - exp (—kzt)] (3.5)
kl kl
Cc= Ao[l - exp (—klt) - kz_kl exp (—klt) + kz_kl exp (—kzt)] (3.6)

If k2 >> k1 then the solution of C may be expressed as

Ao[l - exp (—klt)] _ (3.7)

0
I

Equation (3.7) is the solution for a single first order (or one stage)
reaction shown in Figure 3.16 with initial concentrations for A and C of
A0 and 0, respectively. This simple calculation demonstrates that if
detritus is decomposed at a rate more rapid than its rate of supply

(i.e., k, >> kl)’ the omission of this variable by using the presentation

2

given in Figure 3.16, which directly relates the source detritus to the

regeneration of ortho-P, is acceptable.

Figure 3.16: Schematic Representation of a 2-stage, lst Order
Reaction
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Bacteria and Soluble Organic P. The omission or the misrepresenta-

tion of bacteria and soluble organic P in the reviewed models reflects the
poor understanding of their roles in the aquatic P cycle. None of the
models, except Richey's (1977), includes bacteria as a state variable.
Soluble organic P is presented in many different ways ranging from as an
inactive substance, as suggested by its omission in the Imboden et al. and
Chen et al. models, to an active substance, as suggested by its being
considered the same as ortho-P in Snodgrass and O'Melia's and Jdrgensen's
models.

The principal role of bacteria is often considered as a decompser of
the organic material to release ortho-P. However, Rhee (1972) has shown
the competition between bacteria and phytoplankton in the uptake of ortho-
P. Since bacteria acts both as supplier and consumer of ortho-P, the
difficulty of assessing its role from results of conventional chemical
analysis is evident. The uptake of bacteria in natural aquatic environ-
ments may be quantified by comparing the uptake of orthb—P in an untreated water
sample with the uptake rate in a corresponding antibiotic ﬁreated water
sample; Although the use of antibiotics inhibits the bacterial uptake,
this method still has inherent difficulties. The blue-green algae uptake
of ortho-P is also inﬁibited by antibiotics. Therefore, the difference
between the uptake rate of the treated and untreated water sample should
not be attributed to bacterial uptake alone (Kuenzler and Greer,1980). In
his study of the ecology of the bacteria of Castle Lake in California,
Jassaby (1973) demonstrated that the death rate of bacteria was almost as
great as the-growth rate, suggesting a steady state population. If the
autolysis is rapid, then the ortho-P generated by bacteria through
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autolysis is almost enough to sustain bacterial growth (Richey, 1977).

There are few guides in assessing the role of soluble organic P in
the biological cycle of either marine or freshwater systems, other than
that soluble organic P is decomposed slowly and may be liberated by
microorganisms. Solorzano and Strickland (1968) suggested that the organic
phosphorus isolated from seawater is mainly nucleic acid because little
of the dissolved organic phosphorus in seawater is easily hydrolyzed by
phosphate ester enzyme. Moreover, no enzyme has been found to hydrolyze
the colloidal P, identified as the major fraction of the soluble P of

. lake water (see section 3.1).

A proper assessment of the roles 6f bacteria and soluble organic P
cannot be made until more information is available on the identification
of these components in aquatic systemé and on their link &ith the meta-
bolic activities of living organisms. Thus, within the limit of current
knowledge and available data, it is best to treat the measured SUP as
a single variable, unless the model is developed for a field study whiph
employs the measurement method to identify these components. Whether to
include SUP as é state variable may be judged from a simple mass balénce
on the SUP. If the difference between the external supply of SUP and
the variations of the in-lake SUP is significant compared to the phyto-
plankton bound P, then the inclusion of SUP as state variable is necessary.

In conclusion, we recommend that the number of state variables in a P
model be between 2 and 4, with ortho-P and phytoplankton-P as necessary
state variables. There is, however, no substitute for a modeler's know-
ledge of the system being analyzed in deciding the inclusion of other

_ state varilables.
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Chapter IV
PHYTOPLANKTON GROWTH MODELING

4.1 Introduction

A living cell functions like an extremely complicated non-linear
system with a series of reversible and irreversible reactions and various
control mechanisms. Scientists are just beginning to identify the path-
ways and some control mechanisms of the biological processes; consequent-
ly, we appreciate the reluctance of the biologist to accept a quantitative
representation of such complicated processes as growth. However, in manag-
ing an aquatic system where the complexities are beyond human intuition,

a model which bookkeeps the important processes becomes a necessary tool. -

The first advantage of having a quantitative representation is that
it calls for a clearer definition of the terminology. The second advant-
age of a quantitative representation is that it forces a more rigorous
examination of the conditions under which the validity of each qualitative
description holds. Ultimately, it will allow us to be in a better position
topredict the outcome of many man-induced impacts on the natural aquatic
system. It might be too ambitious to speak in terms of the ultimate
goal, however, the need for a quantitative representation undoubtedly
will stimulate a systematic organization of fragments of qualitative
information. It is in this spirit that we attempt the modeling of phyto-
plankton dynamics.

A model is devised to represent a phenomenon'by concentrating on
the dominant processes and omitting its many sccondary processcs. The model

then incorporates the simplifying assumptions that make the problem
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tractable. Undoubtedly, the first danger might arise from the oversimpli-
fications and this is especially hazardous when basic concepts are violated.
Therefore, we will try to outline all the assumptions which are involved

in each step of model construction.

4.2 Selecting a Model State Variable to Represent Phytoplankton

Phytoplankton has been measured in various units such as cell numbers,
total cell volume and weight. In natural aquatic systems, cell number is
a poor measure of the total biomass because phytoplankton différ greatly
in sizes. Wetzel (1975) estimated that volumes of representative fresh-
water phytoplankton species range from 8 to 105 um3. Volume is also a
poor measure of the biomass due to the high variation of internal air space.

~The use of wet weight is also not recommended because of the highly
variable water content of phytoplankton. Organic dry weight, or the
weight of phytoplankton determined by the loss in weight after ignition
at 550°C, is the preferred general biomass criterion. In this research,
the term biomass refers to the organic dry weight, unless otherwise
defined.

Variation in phytoplanktqn biomass is a result of the mass fluxes
exchanged between phytoplankton cells and their environment. In principle,
to model the variation of phytoplankton biomass, we will have to gauge
all mass fluxes into and out of the phytoplankton cell. This task can be
considerably simplified if the mass flux balance is performed on an

element which is a constant fraction of the biomass. Of all the chemical

constituents in the phytoplankton cell, Wetzel (1975) reported that
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‘carbon is probably the most invariant one:

Perhaps the most satisfactory means of measuring the
biomass of photosynthetic organisms is to oxidize the
organic plant material back to carbon dioxide, from
which it originated in photosynthetic reduction. The
organic carbon content of plants is one of the least
variable constituents, and all falls nearly without
exception between the range of 40 to 60% of the ash-
free dry weight. The average carbon content among algae
is 53-55% of ash-free dry weight.

The major carbon fluxes into and out of a viable phytoplankton
cell can be illustrated as shown in Figure 4.1 (the heterotrophic uptake

of carbon is neglected here):

—»— Respiration-C

Photosynthesis-C == Phytoplankton-C [ > Photorespiration-C
——»—Excretion-C

Figure 4.1: Carbon Fluxes into and out of a Viable Phytoplankton Cell

These exchanged mass fluxes are assoclated with identified phytoplankton
metabolic processes. Sections 4.2.1 to 4.2.4 are brief reviews of the

qualitative understaﬁding of these processes.
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4.2.1 Photosynthesis

Photosynthesis refers to the biological reaction of some autotrophs
which convert light energy into chemical energy to assimilate cellular
constituents from dissolved inorganic carbon (DIC). The biological
importance of inorganic carbon fixation needs no reiteration.. The

photosynthesis reactibn may be written as (Van Niel, 1932):

nCO, + 2nH, A + hv->nCH

) 5 ,0 + 2nA + nH,0 ‘ (4.1)

2

where H_ A refers to the reduced compound which serves as an electron

2
donor in this reaction. In phytoplankton photosynthesis, the electron
donor is HZO'

To reduce 1 mole of 002 to CHZO, 114 kcal of light energy are required.
The energy content of a photon or quantum of light is inversely related
to its wavelength, e.g., for 400 nm light, the energy content is 72 kcal/
eilnstein but 41 kcal/einstein for 700 nm light (1 einstein = 1 mole of
photons). Assuming a perfect energy transfer from a 700 nm quantum
of light to chemical energy, it takes approximately 3 einsteins to
supply 114 kcal chemical energy to ultimately produce 1 model of CHZO from
DIC. |

Equation (4.1) is an oversimplification of the photosynthesis problem.
Photosynthesis is in fact a series of many complicated reactions. It

is, however, convenient to consider it as a combination of two phases: a

light reaction and a biosynthesis reaction.

A. Light Reaction

In the light reaction the light energy is converted to chemical

106



energy. There are two types of light reactions,those producing 02 and

those not producing O Those which produce O, are called non-cyclic

2° 2
reactions because the electron is transferred from the electron donor

to the acceptor. Those which do not produce O, are called cyclic reactions

2
because the electron returns to its original donor after the completion

of the reaction.

The non-cyclic reaction may be summarized as:

' +
2H,0 + 24DP + P + 2NADP' + hv > 2NADPH + 2H' + 0, + 2ATP (4.2)
and the cyclic reaction .as:
ADP + P, > ATP (4.3)
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B. Biosynthesis

With sufficient supplies of NADPH and ATP from light reactions, CO2
is reduced to glucose. There are two pathways which allow the reduction
of CO2 to glucose: the Calvin-Benson cycle (C3 cycle) and the Hatch-
Slack pathway (C4 cycle). Most phytoplankton use the C3-cycle for carbon
fixation, although the superposition of the C4 cycle under altered

physiological states has been confirmed (Morris, 1981). The net reaction

of this cycle can be summarized as:

61276
(glucose)

18P, (4.4)
1

6CO2 + 12NADPH + 12H+.+v18ATP -~ CH O + 6H20 + 12NADP+ + 18ADP +

Following the synthesis of glucose is the synthesis of cell components

which involves many complex reactions.

4.2.2 Excretion

The term excretion refers to the release of organic compounds by
healthy phytoplankton cells; it should not be confused with the lysis of
dead cells. Since excretion does not consume oxygen, unless these released
organic compounds immediately stimulate heterotrophic respiration, this
process cannot be detected by measuring the oxygen content of the water.
Therefore, evidence éf excretion came after the introduction of the C-14
method for photosynthesis measurement.

Fogg (1958) was the first to report evidence of excretion. He

reported that up to 70% of the recently incorporated C-14 was released
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outside the cell. The released organic compounds included metabolic
»intermediate compounds, which are of low molecular weight. Since Fogg's
finding, there has been increasing evidence confirming the occurrence

of phytoplankton excretion (Fogg et al., 1965; Hellebust, 1965, 1974).

Although the occurrence of excretion is well accepted, the rate of
exretion is still debated. Sharp (1977) and Mague (1980), carefully
examining laboratory procedures used by scientists who reported high>
excretion fates, éuggested that evidence for excretion is marred b&
procedural artifacts. According to Mague et al. (1980), excretion is a
normal cellular function but it is a small fraction of photosynthesis.

In response to Sharp's article, Fogg (1977) re-examined his experimental
procedures and rightly justified his earlier conclusion that extracellular
products amount normally to between 7 and 50%, and occassionally up to

95% of the total carbon assimilated.

We would like to discuss this issue in light of the objectives of
thié study: the modeling of phytoplankton biomass and the interaction of
biological-physical processes. It seems pointless that phytoplankton
should synthesize their organic compound and then release it. Howevér, no
evidence exists suggesting that at a time scale much shorter than the
duration of photosynthesis measurement there is an effective feedback
mechanism which inhibits the synthesis éf giucose or other metabolic
intermediate compounds when a nutrient other than carbon is limiting the

production of the metabolic end product, Therefore, DIC may still be

taken up for glucose synthesis and oxygen production. As Fogg (1977)

suggested, the high excretion of organic carbon and amino acid by
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‘ freshwater phytoplankton, which are often phosphorus limited, certainly
leads one to hypothesize that phytoplankton cannot immediately sense the
limiting factor on its metabolism end product. So, the photosynthetic
process contiﬁues, producing more organic substance than is actually
needed and excreting the excess outside the cell.

Sharp (1977) pointed out that the variation of light intensity is a
prime reasbn for a high excretion rate. Culture grown under low light
intensity show increased excretion when they are exposed to high light
intensity (Watt and Fogg, 1966; Ignatiades and Fogg, 1973). Moreover, when
phytoplankton are -incubated at a light intensity lower than their precondi-
tioned light intensity, they show higher excretion rates (Hellebust, 1965;
Watt, 1966). Sharp called this variation of light "culture shock' and
regarded it as a source of error. However, Mague et al. (1980) drew
attention to another implication of this light shock effect:

Perhaps most provocative is the suggestion that
individual phytoplankton in turbulent, shallow, photic
zone waters may experience considerable stress due to

variations in light intensity and may release substan-
"tial portions of their photosynthetis when in situ.

4.2.3 Respiration

Like all eukaryotic cells, ﬁhytoplankton contain mitochondria in
addition to chloroplasts. Respiration occurring in mitochondria is the
oxidation of an energy source with an external electron acceptor (Brock,
1970). The energy sources are organic compounds synthesized during
photosynthesis and the electron acceptor is oxygen. The key element of
this pathway is the Kreb cycle (also called the citric cycle or tricarb-

oxylic acid cycle). Most aerobic respiration results in complete
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oxidation of the organic compound. For example, the respiration reaction

using glucose(C6H ) as the energy source may be written as:

12%

+
C6H1206 + 36ADP + 36Pi + 36H + 602 > 6C02+ 36ATP + 42H20 (4.5)

4.2.4 Photorespiration

The occurrence of photorespiration for higher plants has been exten-
sively studied (Hatch et al., 1971; Richardson, 1974; Tolbert, 1971).
fhytoplankton also have this process (Tolbert,1974). Photorespiration
differs from mitochondrial reépiratiOn in three ways: It does not occur
in the dark, it does not produce ATP, and it does not utilize substrate
of the tricarboxylic acid cycle (Kreb cycle).

Photorespiration can be considered as a short circuiting of photo-
synthesis (see Figure 4.2). Oxygen replaces 002 in the RuDP carboxylase
reaction, the first reaction in the C3 cycle. Important things to
remember are:

(1)‘ It consumes oxygen and reduces the rate of CO2 fixation,.

(2) Two of its end products are sometimes released outside the

cell: CO2 and glycolate.

Factors Affecting Photorespiration

pH: The optimum pH of RuDP oxygenase, the enzyme which is responsible
for this reéction, is around 9.3, while the optimum pH of RuDP carboxylase,
the enzume which promotes CO, fixation, is around 7.8. At a pH above
8.3, the activity of RuDP carboxylase drops rapidly while the activity

of RuDP oxygenase increases. The higher activity of RuDP oxygenase
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gives photorespiration an advantage over photosynthesis at higher pH when

both are competing for the use of RuDP (Tolbert, 1974).

Light: The increase of photorespiration rate with the increase
of light intensity is postulated to be caused by the increased production
of RuDP from photosynthesis. Moreover, the quality of light influences
the photorespiration rate: Red and white light seem to stimulate it and
blue light suppresses it (Becker et al., 1968; Lord et al., 1970).

09 and CO?2 Concentration: High O2 concentration and low CO2 concen~—

tration are favorable for photorespiration.

The high pH, low CO2 concentration and high oxygen concentration are
often observed in the lake surface water as a result of very active
photosynthetic activity. This seems to suggest that as the photosynthesis

reaction continues, it creates an environment which favors the occurrence

of photorespiration.

€02 0, Chloroplast
2\ 202
RuDP
C3 Cycle J
glucose
A
! Y

< &91 ycolate
C02

Figure 4.2: Photorespiration (w§r) vs. Photosynthesis )
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4.3 Formulation of Phytoplankton Growth

If the carbon/biomass ratio is constant, the net phytoplankton
carbon increase will equal the phytoplankton growth rate. This assumption
is either explicitly or implicitly employed by many modelers (Chen and
Orlob, 1972; Thomann and DiToro, 1975; Imboden, 1978; Richey, 1977) in
the formulation of the phytoplankton growth rate. The next step is to
consider the functional expressions for the carbon fluxes in terms of the
important environmental factors. Here, a second assumption, probably
the most important one, is introduced. The effect of these environmental
factors; such as light intensity (I), temperature (T) and the limiting
nutrientvare assumed independent of each other. This simplifying
assumption is‘a consequence of the available literature which has studied
the effeét of each factor with the other factors held constant. Hénce,
a serious uncertainty exists concerning this assumption. Furthermore,

it is assumed thét the combined effect of these factors can be expressed

as:
f(I)g(T)h(limiting nutrient) | (4.6)

An alternative approach is to express the combined effect as:
min(£(I),g(T), h(limiting nutrient)) _ &.7)

Graphical representations of the two formulations are given as Figure
4.3a and Figure 4.3b. The multiplicative formulation predicts a greatet
degree of limitation than the second type of formulation. A more important

difference between the two formulations is that the multiplicative
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formulation assumes that the parameter value for one factor can be deter-
mined independently of the others, while the second formulation suggests
that the parameter value of one factor is a function of many others.

It is difficult to decide a priori what the optimum conditions are
for all of the factors involved in phytoplankton growth. If the second
formulation represents the true effect, then all the literature values
have to be reexamined in terms of the second, third and fourth limiting
factors which are often unrecorded. Since there is no clear indication
which is a better formulation, our choice becomes that of convenience, and

the multiplicative representation is assumed.

4.3.1 Effects of Light

In laboratory studies, many researchers have observed similar trends
on the effect of light on photosynthesis. The photosynthetic rate
increéses linearly with light at low irradiance and reaches a maximum
plateau at some higher irradiance. The length of this maximum plateau
is variable. If the light intensity continues to increase after the
maximum photosynthetic rate has4been reached, the occurrence of photo-
inhiBition; which is characterized by a significant decline in the
photosynthetic rate, has been observed (Ryther, 1956; Steele, 1962).

One of the earliest characterizations of the photosynthetic

response to light is the hyperbolic relationship which takes the form:

(D) = i (4.8)
B |

where kI is the half saturation constant. A graphical representation of
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this formula is shown in Figure 4.4. The photosynthesis rate reaches
half_of the maximum value when the irradiance equals kI. Among many
modelers who have used this form of expression are Chen (1971), Jérgensen
(1976) and Imboden et al. (1978).

Another expression for the photosynthetic response to light was

proposed by Smith (1936):

£(1) = —2L (4.9)

2
Y 1+(al)
where a is the parameter for this formulation. Smith's equation can also

be written as:

F(I) = —1 (4.10)

2 1
v I +—‘§
a

The hyﬁerbolic expression and Smith's equation ére identical at

their limits of low and high irradiance:

for hyperbolic function, if I << k.I f(I) =« I
if T >> kI f£(I) v 1
for Smith's equation, if I %- f(I) « 1
. 1
1fI>>g f(I) v 1

Both equations describe the linear increase of the photosynthetic rate at
low irradiance and the leveling off of the photosynthetic rate at high
irradiance.

Talling (1957) applied Smith's equation to some English lakes and
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found the equation described well the photosynthetic activity of some
freshwater algae. Vollenweider (1965) modified Smith's equation to
allow varying types and degrees of photoinhibition by introducing two

additional parameters n and a:

(I/%)
£€H(1) = b (4.11)

VL + @ 1L+ Gar/ep T

The graphical presentation (Figure 4.5) of Vollenweider's formulation was
given by Fee (1969).

An expression suggested by Steele (1962) which also has the ability
to describe the effect of photoinhibition is often preferred:

(1-I/1 )
£(I) = II e opt (4.12)

opt

where IOpt is the irradiance corresponding to the occumence of the maximum

photosynthesis rate. This equation has only one parameter, but it predicts
- a decline of the photosynthetic rate for irradiance greater than the opti-

:.mum irradiance. The depth and time integral of this equation was given by

DiToro et ai. (1971) and was employed by the Manhattan College group in

their modelings of many aquatic environments (Thomann and DiToro, 1975).

-Photosynthetic rates are often measured either by the 14C method
or the oxygenvmethod. Depending on the method of measurement used by
researchers, their reported values of photosyntehtic rate refer to either
of the following:
(1) gross oxygen production rate, or
(2) net phytoplankton particulate carbon increése rate.

If it is assumed that all carbon fluxes defined in Figure 4.1 take place
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. . 14

in the course of measurement and that in C measurement, the time to
14 .

randomize the C in the cell is much shorter than the duration of the

measurement, then the measured rate may be expressed in terms of the

carbon fluxes as follows:

Net carbon

increase rate X(kp T T, -r) = £(I) (4.13)
Gross oxygen - _ _ '
production rate X k(kp rp) £(1) - (4.14)

where X = concentration of phytoplankton which is usually constant during

the time course of measurement; k = mole of 0, produced per mole of C

2
fixed; kp = gross carbon uptake rate; re = éarbon excretipn rate; rp =
photorespiration rate; r = respiration rate and f£(I) = the light dependence
function.

The light dependence functions may be grouped into two: those which
consider photoinhibition and those which do not. Harris (1977)
suggesté that this difference is caused by the occurrence or absence of

photorespiration, that is, the difference in the observed f(I) is due

to the variation of the term rp:

- ’ i = 4.1
X(kp rp) fl(I) if T, 0 (4.15)

fz(I) if rp #0 (4.16)

where: fl(I) is the light function which shows no photoinhibition and
fZ(I) is the light function which shows photoinhibition. Harris (1977)
concedes that there Is a time course of photorespiration; if the phyto-

plankton cell is not exposed to the light intensity for more than 10
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minutes there will be no photorespiration. He suggests that the observed
photoinhibition is due to the artifact of measuring the rate in a fixed-
position bottle, where in reality, the photorespiration mighf not occur.
Marra (1978, 1980) verified Harris' (1977) hypothesis by comparing the
total photosyntehtic rate estimated from several fixed-position bottles
with the rate estimated from a vertically transversing bottle, and found
that the estimated rate from the transversing bottle is much higher than
the rate estimated from the fixed-position bottle. Therefore, the formu-
lation without photoinhibition (equation 4.8) is chosen for this model of

phytoplankton growth.

4.3.2 The Effect of Temperature

The classic paper on the effect of temperature on phytoplankton
growth rate (measured as cell division rate, biomass increase rate, net
carbon increase rate, or photosynthetic rate) is probably the work of
Eppley (1972). He extended the data on specific growth rate in cultures
collected by Hoogenhout and Amesz (1965) to include that of marine phyto-
plankton. There was no apparent distinction between the specific growth
rate.and the response to temperature of phytoplankton in the marine and
freshwater cultures, so that the data from the two were analyzed together.
Figure 4.6 is the result of Eppley's compilation. Although it shows a
great deal of fluctuation with respect to a given temperature, the maximum
specific growth rate at any given temperature shows a trend of increasing
with temperature until 40°C. Eppley (1972) suggested the following

equation to describe the curve enveloping these data:
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log u = 0.0275T - 0.070 (4.17)

. -1 . .
where U = growth rate in day ~, T = temperature in °C. The equation can

be rewritten as (Kremer and Nixon, 1978):

1w = 0.8511 0+0033T ’ (4.18)

Eppley explained the meaning of this equation by comparing growth rate
vs. temperature curves for five phytoplankton species with different
temperature optima (Figure 4.7). Each phytoplankton growth rate shows

a gradual increase with temperatqre and an abrupt decline past the
optimal temperature while the maximum growth rate of the whole at any
temperature follows the curve expressed by equation (4;17). Therefore,
equation (4.17) provides an upper limit for growth rate at any given -
temperature in a community with composite species and it does not intend
to be species specific.

On the other hand, many researchers suggested that temperature is
not a significant factor in éffecting primary production. Goldman et al.
<1976) conducted field and laboratory culture experiments for five marine
phytoplankton species showing that the biomass produétion was essentiallyv

the same for the temperature range between 20° to 25°C. Rather, the effect

of temperature is on the speciation. The species which grew optimally at
~a given temperature soon became dominant and utilized the resources of

the environment extensively. Figure 4.8 reproduces Goldman;s experimental
result. The species vary with time but total particulate organic carbon
(POC) rémains fairly coﬁstant throughout the year.

Goldman's (1976) experimental result may be considered as a special
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case of Eppley's generalization. The five species might have growth vs.
temperature curves shown in Figure 4.9 or the production of POC in
Goldman's experiment was limited by factors other than temperature.

It is seen from Table 4.1 which summarizes formulations used to
describe temperature effect on phytoplankton reactions that some models
consider temperature effect while others do not. When temperature depend-

ence is considered, two types of formulation are used:

xp"" (4.19)
T-T
exp(-2.3|—2BL)) , (4.20)
Tdaiv ‘

Clearly, equations 4.19 and the equation proposed by Eppley (eq. 4.17)
are subsets of equation 4.20; therefore, equation 4.20 is retained as

the formulation to describe temperature effect in the present model.

4.3.3 The Effect of Limiting Nutrient

The growth of phytoplankton is controlled by the nutrient which is in
shortest supply. Droop (1974) found that there is no multiplicative

~effect of phosphorus and vitamin B 2 limitations on the growth of Mono-

1

chrysis lutheri and Rhee (1978) shows that there is clearly no simultaneous

limitation of growth by phosphorus and nitrogen. It is, therefore, assumed
in this model that the growth of phytoplankton is controlled by one nutrient.
We.will consider a case of phosphorus limitation which is typical for

most lakes in the temperate region (Golterman, 1975).

The effect of phosphorus on phytoplankton has been studied by many
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Table 4.1
The Effect of Temperature on Phytoplankton Reactions

Phytoplankton
Model ' Reactions Formulation Comments
Chen and Orlob growth, (KT)AT growth rate = C uptake rate
(1972) respiration : = P uptake rate
= N uptake rate
respiration
rate = rate of transformation of
phytoplankton-P to PO,
= rate of transformation of
phytoplankton~-N to NHy
= rate of transformation of
phytoplankton-C to CO2
Thomann and growth, (KT)AT growth rate = same as Chen & Orlob's
DiToro (1975) endogeneous ‘ endogeneous respiration = rate of
respiration transformation of phytoplankton P, N
or C to non-living P, N or C respectively
Richey (1977) photosynthesis, no temperature photosynthesis = net C uptake rate
death dependence death rate = rate of transformation of
phytoplankton to detritus
Jérgensen photosynthesis, T-T photosynthesis = C uptake rate
' i -2, —Opt i i = f formation of
(1976, 1978) respiration, exp(-2.3 T ) respiration = rate of transfo
' div phytoplankton-C to CO2
mortality no temperature growth = phytoplankton biomass increase
dependence _ rate

mortality = rate of transformation of
"phytoplankton to detritus

*In both Snodgrass & O0'Melia's (1973) and Imboden & Gachter's (1978) models, there is no explicit
formulation which relates the temperature effect upon phytoplankton reactions.



researchers, mostly in chemostat studies whose results are reviewed

briefly in section 4.3.3.1(A). The effect of phosphorus on photosyn-

thetic rate of batch cultures is presented in section 4.3.3.1(B). -

4.3.3.1 Effect of Phosphorus

(A) Chemoé;at Result
Chemostat, an historically important laboratory method for studying
the relationship between phytopiankton growth and nutrients, is described
in an excellent paper by Herbert (1956). This method schematized in
Figure 4.10 is often referred to as steady-state continuous culture.
Nutrient is continuously supplied to a chamber whose content is simuitane—'
ously withdrawn at the same rate of nutrient flow. The chamber is contin-
uously stirred with light and temperature kept constant. After a suffi-
cient time, the inoculated phytopiankton culture will reach a steady state
condition. Mathematically, the chamber is considered as a fully mixed
reactor where all constituents are uniformly distributed in space. The
concentration variation of the constituents in this fully mixed‘chamber

can be described by:

L - mx (4.21)

L= px + (s, - 9) (4.22)

g-% =p - uQ (4.23)
where'u = growth rate; X = the organism concentration, S = the substrate

concentration; Q = the intracellular nutrient content per organism;
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D the dilution rate defined as the ratio of flow rate to chamber volume;

p uptake rate, and Si refers to inflow substrate concentrations. At

steady state, the relationships among the constituents are defined by

0=u -D (4.24)
0= -p X, +D(S, -5) (4.25)
0=0_-u_Q, (4.26)

where the subscript ® denotes the steady state condition. D and Si are
known conditions and the concentrations X and S can be measured so that
" the relationship among all these variables can be defined.

Many investigators have studied the effect of phosphorus on phytoplank-
ton growth (measured as cell division rate). All observed a hyperbolic
felationship between the growth rate and the cell phosphorus content
(measured as P/cell) (Fuh, 1971; Rhee, 1973; Burmaster, 1978) as first ob-
served by broop in studying the effect of B12 upon phytoplankton growth (see
section 4.3.3.2).

Goldman (1977) explicitly measured the phytoplankton biomass in terms
of particulate carbon and also observed the similar hyperbolic relationship

as other researchers:

Q-q (4.27)

W= umax Q

where U = particulate carbon increase rate; umax = maximum particulate
carbon increase rate; Q = phosphorus to carbon ratio in the cell; q =

minimum phosphorus to carbon ratio below which there is no growth.

This relationship suggests that:
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9:39 P

(the net carbon increase rate =
max Q

(kp -r - rp -r) =1y Q-9 (4.28)

e max Q

Usually, the light condition is kept at optimal intensity; that is, there

is no photoinhibition (rp = 0) so that equation (4.28) can be written as:

kK -1 - = Q-q | ,
P t re Mnax Q (4.29)

The relationship derived from chemostat studies is often criticized
as a poor representation of the dynamic condition. The criticism is well
taken since a relationship at steady state does not have to hold for the
transient conditions. In order to apply fhis relationship to describe
the transient condition, we have to assume that the functional relationship

is time 3independent.

(B) Batch Culture Result

Senft (1978) extended the study of phosphorus effect uponvphytoplank—
ton growth further by looking into the photosynthetic rate of a batch
culture. Phytoplankton was inoculated in a flask to which other nutrients
except phosphorus were supplied in excess. The flask was continuously
illuminated and temperature was kept constant. The batch culture was
harveéted 48 to 192 hours after the inoculation and the photosynfhetic rate
was measured by the oxygen method. He found a hyperbolic relationship'
between the cell phosphorus content and the gross oxygen production rate
at the optimal light intensity. Three biomass measurements were used
for computing the cell ﬁhosphorus content: cell number, cell volume, and
chlorophyll-a. All measures indicated significant correlation and although
the ratio of phosphorus to chloropyll-a gave the best correlation, the
P/C ratio is used for consistency. If we assume that the photosynthetic
quotients were constant for all the experiments, Senft's result may be |
expressed in terms of carbon fluxes as follows:
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k= —Dax 9-q (4.30)
Q
where PQ = photosynthetic quotient defined as the molar ratio of 02/002.
Since excretion does not consume oxygen, the oxygen method gives
no information on the carbon excretion (see section 4.2.2). 1If the rates
of'both respiration and excretion are elther independent of nutrient
or linearly related to (Q - q)/Q, then during the transient, short-term

process of carbon fixation, the following relationship may be assumed to

exiét:
k-r-r=ku“"""‘Q»'—‘l=El;'i‘?‘-’5£{”—‘l (4.31)
e 1 PQ Q PQ Q ; ‘
! =
where kl is a constant and umax klumax.

4.3.3.2 General Formulations

In defining the relationship between phytoplankton growth rate and
phosphorus concentration as the limiting nutrient, two formulations have
beeﬁ proposed: constant P cell quota and variable P cell quota. The
constant P cell quota formulation expresses phytoplankton growth ratevas
.a hyperbolic function of extermal ortho-P concentration; the variable P
‘cell quota formulation expresses phytoplankton growth rate as a hyperbolic
funétion of internal P concentration. The hyperbolic relati§nship between
substrate concentration and the growth rate of microorganism is often
referred to as Monod theory.

Monod theory, the first mathematical expression for growth-nutrient
relationship, was proposed by Monod in 1942 based on studies of the rela-
tionship between bacterial growth and the substrate concentration.

According to Monod theory, the growth rate of bacteria is a hyperbolic
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function of the limiting nutrient concentration and the production of
bacteria biomass is related to the substrate consumed by a constant
yield coefficient. Herbert et al. (1956) conducted chemostat tests in
an attempt to obtain quantitative data to test the general validity of

Monod's theory. The experimental results using Aerobacter cloacae as the

bacteria specie were in general agreement with the theory. This theory,
whose use in describing the bacteria growth-substrate relationship is
widely accepted, has been extended to describe limiting nutrient effect
upon phytoplankton growth rate.

- There has been increasing evidence from chemostat studies, however,
that the yield coefficient for phytoplankton varies with its growth rate
and a simple empirical relationship exists between the rate of growth of
a phytoplankton cell and the internal nutrient concentration or cell
quota of a clearly limiting nutrient. A non-exhaustive list of these
studies includes:

Monochrysis lutheri with B12 as the limiting nutrient (Droop, 1968)

Skeletonema costatum with Bl12 as the limiting nutrient (Droop, 1970)

Isochrysis galbana with nitrate as the limiting nutrient (Caperon,

1968)
M. lutheri and C. nana with nitrate as the limiting nutrient
(Caperon and Meyer, 1972)

Thalassioseia pseudonana with silicon as the limiting nutrient

(Paasche, 1973)
All these studies supported the theory proposed by Droop which states

that the general growth rate of a phytoplankton cell 1s a hyperbolic
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function of the cell quota of the limiting nutrient. The outside nutrient
concentration only affects the growth rate indirectly.

It is the purpose of this section to discuss the nature of the two
v formulations and the feasibility of their application in modeling the

phosphorus-limited phytoplankton growth in a large water body system.

(A) Monod's Theory

In studying bacterial cultures, Monod (1942) observed that at low
substrate concentrations, the growth rate is a linear function of the
substrate concentration. It increases with increase in substrate concentra-
tion up to a certain limit, after which the increase in nutrient no longer
accelerates the growth rate and the cell remains at its maximum growth
rate. The observed response to the external substrate concentration in
terms of cell division rate is given for bacterial species in Figure 4.11.
Monod commented: '"Several mathematically different formulations could be
made to fit the data. But it is convenient and logical to adopt a hyper-
bolic function." The suggested hyperbolic function takes the following

fornm

(4.32)

_ s
u_umk+s
s

where U growth rate, pm = maximum growth rate, s = substrate concentra-
tion, ks = half saturation constant.

Monod further introduced the concept of '"growth yield", Y, defined

as

_ amount of bacterial substance formed _ G (4.33)
amount of limiting nutrient utilized H
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Y was found to be fairly constant for bacteria with respect to organic
source (see Table 4.2). So, if G is regarded as a measure of a "standard"
cell concentration, 1/Y represents the amount of limiting nutrient used

up in the formation of a "standard" cell.

Table 4.2

Total Growth of Purple Bacteria with Acetate as
Limiting Factor [after Van Niel, 1944]

Acetate 0.5 1.0 2.0 3.0
(mg/ml.)

Total Growth 0.18 0.36 0.70 1.12
(mg/ml.)

K 0.36 0.36 0.35 0.37

(B) Droop's Theory

Droop (1968) studied the behavior of phytoplankton Monochrysis in
the chemosfat with limiting nutrient concentration of vitamin B12. Due
to his inability to obtain kinetic data that fit the Ménod equation, -
Droop searched for other formulations and found that a hyperbolic
relationship existed between cell quota and dilution rate (see Figure

4.12). The relationship can be expressed as:

p=p 4 (4.34)
m Q
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where Q = cell quota and q = the minimum cell quota at which D = 0.
Since at steady state the growth rate equals the dilution rate, the

previous expression can be written as:

U=y -C%g ' (4.35)

m

At low Q, the growth rate of algae is proportional to Q and asymptotically
reaches the maximum growth rate, um, as Q becomes large.

The nutrient uptake rate under dynamic conditions was also studied.
Figure 4.13 shows uptake rate against vitamin B12 concentration and it

is seen that the functionality

p = me_pIé- (4.36)

is suitable in describing the relationship, where p = uptake rate, pm =

maximum uptake rate, Kp = half saturation constant for uptake rate.

(C) Discussion

The phosphorus content in a phytoplankton cell may fluctuate widely
because phytoplankton has the ability to accumulate intercellular phosphor-
us. Ketcham (1939) was one of the first to show that When grown with a
supply of P, marine diatoms may accumulate an excess of phosphorus which
subsequently enables them to grow in the absence of an extermal supply of
P. Rodhe (1948) later demonstrated similar behavior in various freshwater
phytoplankton. The ability of phytoplankton to accumulate phosphorus

occurs even when they are grown at very low phosphorus concentration

levels. Mackereth (1953) noticed that Asterionella formosa can take up
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ortho-P from solutions containing 1 ug P 2—1 to accumulate as much as

7 ug P per 106 cells, which is more than 100 times the limiting P
content. This high intercellular P concentration enables the phytoplank-
ton to grow optimally after the depletion of ortho-P in the solution.

Mackereth further demonstrated the same behavior of Asterionella in its

natural environment of different phytoplankton species. Table 4.3
Summarizes some reported values of phosphorus content of different
phytoplankton species. The phosphorus content varies by a factor of 10
to 100 within the same species, in phytoplankton cells and it is doubtful

that the constant P/biomass assumption applies.

Table 4.3
Species Phosphorus Content, 107 pg-P/cell Reference
Scenedesmus ) 9-90 Franzen, 1932
Asterionella 0.6-40 Lund, 1950
formosa 0.6-70 Mackereth, 1953
Chlorella ’ 1-15 Alkholy, 1956
Phaeodactylum 0.6-21 Kuenzler &
tricornutum : Ketchum, 1962

The profound evidence of variable P content in phytoplankton celis;
however, still cannot convince modelers of the necessity of using Qariable
cell quota formulation to replace constant cell quota formulation in
modeling phytoplankton growth in a P-limited aquatic system. The constant
P cell quota formulation is still the most commonly used one. Five of

the reviewed models use the constant P cell quota formulation: Chen and
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Orlob (1972), Thomann and DiToro (1975), Snodgrass and 0'Melia (1975),
Richey (1977) and Imboden and Gachter (1978). Only one of the reviewed
model uses variable P cell quota formulation: Jérgensen (1976).
The use of variable P cell quota formulation calls for modelling

the phytoplankton growth in two sequential steps: the uptake.of external
ortho~-P into the cell and the subsequent growth dependence on the internal
P content. Therefore, additional formulations and parameters have to be
introduced, and that is the main cause of many modelers' reluctance in
accepting this formulation. For example, Kremer and Nixon (1978) suggest
that the ability of phytoplankton to accumulate intracellular phosphorus
only confers a strong advantage to species that have this ability in
their competition with others. For a homogeneous species group without
competition, Kremer and Nixon contend that:

such complex schemes can be expected to follow

closely the patterns of simple Monod kinetics, differing

perhaps by short phase shifts in the reciprocal

patterns of phytoplankton-nutrient oscillations. The

- additional programming complexity was not considered

worth the possible improvement in the basic model.
Their statement, although unaccompanied by convinéing evidence or a
coherent quantitative description, reflects many modelers' opinion
and ' will be discussed in the following paragraphs.

Burmaster (1978) showed that at cellular equilibrium the variable

cell quota formulation can be expressed by an equivalent Monod function
which replaces the growth rate as a function of external nutrient

concentration. Cellular equilibrium is defined as the state at which

the uptake of nutrient is balanced by cell division; that is,

p = uQ (4.37)
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Pairing equation (4.37) with the following two rate expressions:

_ s

P =0y K +5 (4.38)
- Q-q

W= 3 (4.39)

S
M=l (4.40)

S

where
Dm .
W=y —0 (4.41)
m m e + qu
u qK

K =-8 0O (4.42)

s ST

Goldman (1977) confirmed that both external nutrient formulation and
internal nutrient formulation can be simultaneously employed to represent
experimental data from chemostat bstudies where the cell is at cellular
equilibrium. Experiments were carried out over the entire growth rate

region up to cell wash-out with marine Chrysophycea grown in a P-limited

continuous culture. In discussing the relative utility of external
nutrient formulation and internal nutrient formulation, Goldman empha-
sized that an important consideration in choosing the best equation to
represent continuous culture data is the ease of collecting these data.
The use of external nutrient formulation has serious draw-backs because
of difficulties in measuring the residual limiting nutrient goncentrétion
over a wide range of dilution rates. This difficulty can be exemplified

by the failure of many researchers to fit Monod theory to their data
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(Caperon & Meyer, 1972; Droop, 1968, 1974; Fuhs, 1969). As Eppley and
Regner (1974) pointed out, because the half saturation constént K8 for
nutrient limited growth of marine phytoplankton 1s very small, the residual
substrate concentration S will be undetectably low over a wide range of
dilution rates D. Only as D approaches the washout rate doeé S increase
to easily detectable levels. This region, however, is one of cultu;e}
instability.

Equation (4.40) is based on the assumption of cellular equilibrium,
that is p = UQ, a condition certainly satisfied in chemostat studies.
Its applicability to dynamic situations, however, is open to question.
The dynamic equation for cell quota follows a mass balance on the cell

itself:

aQ _ 5 _
=P - K (4.43)

By doing a perturbation analysis about the steady state values, DiToro
(19 80) showed that the time to reach cellular equilibrium (Tq) falls
between 1/4 to one population doubling time under optimal conditionms,

i.e.,

1
—T <T <T 4,44
4°p  Tq m (4.44)

where T, = 1/um. The result suggests that it is reasonable to assume
that cells are at equilibrium since the internal cellular concentration
can reach its equilibrium value more rapidly than the population can

change significantly.

Even if the validity of the cellular equilibrium assumption is not
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challenged, the difficulty of collecting data for function verification
and parameter estimation for the external nutrient formulation as noted by
Goldman (1977) in his laboratory experiments, is even more profound in
the natural aquatic environment. Moreover, the determination of the
concentration of ortho-P in natural water has been observed by many
researchers to give little information on its capacity torsustain phyto-
plankton (Fogg, 1973; Schindler et al., 1972a). But perhaps the most
important consideration is that the Monod formulation, which expresses the
specific phytoplankton growth rate as a direct function of the external
ortho-P concentration, will suffer from our inability to correcﬁly measure
the ortho-P concentration. The fact that the measured SIP may overestiﬁate
the true ortho-P concentration by as much as 100 times (see section 3.1)
reflects our inability to detect the fluctuation of the the ortho-P
concentration from the fluctuation of the measured SIP. Consequently,
the measured SIP gives little information on the variation of the specific
growth rate. A model containing a parameter directly obtainable from
field measurement is preferable. The large discrepancy between the
measured SIP and the ortho-P precludes the possibility of obtaining
correct parameters needed for the Monod formulation.

Phytoplénkton growth in its natural en?ironment is often simultaneous—
ly limited by factors other than nutrient. If the growth rate and uptake

rate are expressed as follows:

H = Um ’Qéq' f(I)g(T) : (4.45)
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.
P=r K +5 (4.38)
then at cellular equilibrium, equation (4.45) may be written as
po= W =2 £(D)g(T) - (4.46)
m Ké+S g S
with
SN
m m .
u' = (6.47)
moop o+ E(De(T)
U £(I)g(T) q K
K! = -2 0 (4.48)

s ™ o+ W E(DeMa

Therefore, the correct estimation of the parameters ué and Ké in the
| .
\

.externalinutrient formulation depends on the accurate knowledge of the
function% f(I) and g(T). In contrast, the Droop equation, being
dependen# on the correct measurement of the more easily quantified
paramete%s Q and U, can be more readily verified.

So %ar we have only discussed the difficulty of obtaining the para-
meter vaiues for the external nutrient formulation when compared with the
internal nutrient formulation. However, the key issue is on the constant
cell quota or variable cell quota. As DiToro (1980) rightly pointed out,
, cellular equilibrium, the necessary condition for using an external
nutrient formulation in place of an internal nutrient formulation, does
not mean constant cell quota. It only means that the cell achieves é
new cell quota which is in equilibrium with its growth rate before the
pqpulation size has changed significantly. In order to simulate the
growth of phytoplankton it will be necessary to simulate the change of

yield coefficient which is the inverse of the cell quota. Since the cell
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quota is variable, it is impossible to know this quantity without explicit-
ly including cell quota as a state variable and a variable cell quota
formulation should be used.

4.3.4 Summary

In extracting information from the literature to model phytoplankton
growth, it is imperative that the values obtained by comparable. This
comparability can be difficult if not impossible because of the numerous
criteria which have been used in evaluating the phytoplankton biomass.
Often these criteria have not been used critically, making data iﬁterpre—
tation difficult (Wetzel, 1975). Consequently, different terminologies compound
difficulties in the modeling effort. Reviews of the terminology chaos
can be found in Lund and Talling (1957), Strickland (1960), and
Vollenweider (1969). For example, partly due to the different biomass
meaéurements and partly due to the various.interest of the scientists,
growth has been reported in various units. Consequently, the method of
measurement as well as the duration of measurement vary. Table 4.4
lists the commonly used terminology and methods in studying the effect

of various environmental factors upon phytoplankton growth rate

Table 4.4
definition of
factor growth method , duration
light photosynthetic rate 140 or oxygen method 2-6 hrs
nutrient cell division rate chemostat day~weeks
temperature biomass lncrease chemostat , 14 C or hrs-weeks
rate oxygen method
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Photosynthetic rate, cell division rate and biomass increase rate
are closely related. However, they are not necessarily linearly related
during the period of measurement. Therefore, assumptions have to be made
in every step of the modelingconétruction in order to arrive at a con-
sistent formulation. Table 4.5 summarizes the assumptions made in this

modeling effort.
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Table 4.5

Summary of Assumptions used for Phytoplankton Growth Formulation

Variable

Definition or

Assumption(s)

Growth rate

Model Formulation

net carbon increase
rate

carbon/biomass = constant

Combined environ-
mental effect

£(I) g(T)
h(limiting nutrient)

effects of environmental factors are separable

Light effect

I

14 .
1. C method measures the net carbon increase rate

formulation I+KI 2. All the fluxes take place during the course of
measurement.
3. Photoinhibition is caused by photorespiration.
4. Photorespiration does not occur in the lake.
Temperature o or  =————
effect
T-T ¢
exp(-2.3) —E—QR— ) ==
div
Nutrient effect Qa& If chemostate result is cited:

1. Phosphorus is the limiting nutrient

2. Stationary function

3. All carbon fluxes take place

If photosynthesis result is cited:

1. Phosphorus is the limiting nutrient

2. All the carbon fluxes take place

3. Respiration and excretion are either independent
of Q or linearly related to Q-q/Q.




Chapter 5

MODELING PHYTOPLANKTON CONCENTRATION IN L227

A CASE STUDY

5.1 Introduction

The simulation of phytoplankton concentration in lakes cannot be
performed independently of the temperature simulation because thermal
stratification affects the mixing process in the lake, which in turn
affects the distribution of nutrients and phytoplanktoh, and temperature
also affects biological reactions. Consequently, a lake phytoplankton
model consists of two submodels: the hydrothermal and the biological
model. Figure 5.1 is a schematic diagram illustrating the structure of
a lake phytoplankton model and the linking between its two submodels.

The hydrothermal model computes the vertical hydrologic transport
processes and the temperature distribution. The wind mixing model,
previously described in section 2.3, is the chosen hydrothermal modei-

for this study (see discussion in section 2.2). The output of this model
at each time step is the temperature profile and the depth of the FML.

The biological model uses a reaction/mixing algorithm analogous to the
heétingﬁnixing algofithm of the hydrothérmal model to compute the time
varying vertical diétribution of the model state variables.A It first
computes the variation of the concentration by solving the one-dimensional
mass balance equations of the following general form (one for each

biological state variable):

i, _e
s S (5.1)
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where C = the concentration of a biological variable (averaged over the
horizontal plane); D = mass molecular diffusivity; ri = the time rate

of internal addition of mass of substance C per unit volume by transform-
ation of reaction processes; re = the time rate of external addition of
substance C per unit Qolume by addition across the lateral, free surface
and bottom boundaries of the system} and p = the density of water..
After the calculation of the 1-D mass balance equation, the biological
model uses the mixed layer depth calculated from the temperature model to
redisﬁribute the mass in the water column. The concentration. of fhé
dissolved and suspended material affects temperature through its influ-
ence on the absorption of the solar radiation in the water column.

It is essential to realize that our ability to represent complex
aquatic blological transformations by means of mathematical expressions
1s less well develdped than the state of knowledge in the geophysical
area. As a result, fielddata plays an important role in i&entifying the
final biological model structure.

In the beginning of this research project, much effort was spent
searching for available field data for model calibration and verification.
Tabléys.l is a list of the data needed for this modeling effort. The
availability and the frequency of data collection became an important
consideration in our lake selection. The extensive coverage of the
Canadian Experimental Lake Project in limnology journals, particularly
the journal of the Fisheries Research Board of Canada, enabled us to.
leérn about this project and to appreciate the advantages of the datav

collected by Schindler and colleagues.
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The simulation of L227 phytoplankton is used as a case study to
illustrate considerations on the number of model state variables and on

the model formulations presented in Chapters 3 and 4.

Table 5.1
Lake Data Specification

Boundary Conditions

* Meteorological data ~ solar radiation
relative humidity
cloud cover

wind speed

* Hydrologic data - precipitation
inflow/outflow
seepage

*

* Nutrient input

In-lake Information

* Temperature
* Extinction Coefficient
* Phytoplankton
* Zooplankton
. Phosphorus
. * Nitrogen
* Carbon
* Silicate
- pH

* Major Metal Iomns-

Lake Morphometry

*
If the major input is through inflow, the temperature of the inflow and
its chemical composition should be known.
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5.1.1 The ELA Project

The Experimental Lake Project is a response to the International
Joint Commission (IJC) recommendation for better understanding of the
eutrophication problem. The site chosen for this project is now referred
to as "ELA", the Experimental Lake Area. ELA is located approximately
170 miles east of Winnipeg, Manitoba, and 35 miles east-southeast of
Kenora, Ontario. There are several factors which make ELA an ideal site
for this case study:

(1) The area is unpopulated; therefore, it is essentially free of
uncontrollable nutrient inputs such as sewage, fertilizer surface runoff
and animal waste.

(2) The area is located on the Precambrian Shield and is free of
groundwater influence.

(3) It has a high density of small stratified lakes. The lakes are
close enough together to allow their responses to chemical manipulations
to be compared without the influence of meteorologically induced varia-
| tions. The small size of the lakes eases the task of chemical manipula-
tion, and thermal stratification of these lakes makes them hydrothermally
similar to many larger lakes.

To ensure the preservation of this ideal condition, in April 1968 the
Fisheries Research Board of Canada concluded an argreement with the
Ontario Department of Lands and Forest. This agreement, valid for a
period of 20 years and including a renewal clause, enables the Fisheries
Research Board of Canada to restrict the use of 17 drainage areas and to

have exclusive use of 46 lakes in the ELA (Johnson et al., 1971).
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L227 is a.lake with extremely low carbon concentration where the
task was set to understand the lake's short-term and long-term responses
to enrichment by phosphorus and nitrogen. Since 1969 the lake has
been artificially enriched with P and N and has also been regularly
sampled. Like other lakes in ELA, L227 is generally free from nutrient
input other than artificial fertilization. The artificial input of P,

N is approximately 10 times the natural input (Schindler et al., 1971).
This high level of control of the nutrient budget in itself is a tremend-
ous advantage over many other field data. Most lake data sets contain
water quality measurement without a simultaneous measurement of the
nutrient input or hydrologic input. Also, the difficulty of obtaining

a correct estimation of the nutrient input reduces the reliability of the
conclusions drawn from studying lake responses. The importance of a
correct nutrient input cannot be overstated. Moreover, the great number
of publications on the observations of L227 experiment results provide
detailed desgriptions of this lake from various perspectives. Therefore,
even though more than one lake was artificially fertilized in ELA, we

have chosen L227 as our main source of data for model calibration and

verification.

5.1.2 Characteristics of L227

L227 is a small circular lake (Figure 5.2) surrounded by tall jack
pines, with a surface area of 5 x 104 m2 and a volume of 2.2 x 105 m ,
which makes the mean depth to be 4.4 m. The deepest part of the lake

is approximately 10 m. There is no stream flowing into the lake; surface

runoff from the 49-hectare drainage area is the main source of inflow.
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At the northwest corner of the lake there is a beaver dam outlet; the
lake water flows over the beaver dam and into nearby lake 305

(Schindler et al., 1971).

The outflow generally shows higher values in April and May; however,

_ the seasonal trend does show variation from year to year. The hydraulic
retention time of L227 is estimated to be 1.4 - 2.9 years for the period
1970 to 1974 (Schindler, unpublished data). Ice covers the lake from
November to April. During the ice-~free season, the lake shows strong
thermal stratification and becomes quickly stratified after the disappear-
ance of the ice. For example, in 1969 the ice left the lake on the 24th
of April; by midafternoon thermal stratification had become pronounced
(Schindler et al., 1971). The spring mixing is incomplete. From May to
October, the 1éke is stratified; in late October, the lake is fully mixed;
the fully mixed period is usually short. Due to this monomictic nature
and the short duration of the fully mixed period, the lower section of
L227 is anoxic for most of thé year. The anoxic layer extends from the
bottom to approximately 4 meters from the surface.

The lake responds quickly to the addition of nutrients. A few
weeks after the addition, 'the lake was transformed to a teeming, green
soup" (Schindler, 1974). Since then, the lake haé become eutrophic. The
summer chlorophyll-a concentration reached as high as 200 pg/%. The

_extinction coefficient reached 2.8/m, coinciding with the occurrence of
high chlorophyll-a concentrations.

There has been a continuous field sampling program since the begin-

ning of nutrient addition in 1969. The frequency of field sampling
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varied with the year. For example, the sampling of the ice-free period
was made on a weekly basis from 1969 to 1971, and was made on a bi-weekly
basis from 1972 to 1974. After 1974, sampling has been made every four
weeks. The earliest year of our simulation is constrained by the
availability of meteorological data. We were unable to obtain most of
the meteorological data ﬂeeded for lake hydrothermal simulation before: the
year 1973. Therefore, 1973 becomes our choice of the year for simulatioh.
Measurements were made at the deepest part of the lake at 1 m depth
intervals. 1In the case of temperature measurement, a 0.25 m depth intef—
val was used near the thermocline. Occéssionally, one additional water

sample was taken from 0.5 m depth.
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5.2 Temperature Simulation

Temperatﬁre is used as the tracer to test the applicability of the
MIT wind mixing model in describing the hydrodynamic transport process of
L227. It is assumed that the density of the water in L227 is mainly
governed by its temperature and since the extinction coefficient, which
is influenced by the concentration of dissolved and suspended substances
in the lake water has been measured at biweekly intervals, the temperature
simulation may be commenced without a simultaneous computation of the
biological variables.

The emphasis of thisvsimulation is to predict the vertical temperature
profile and the depth of the FML from given metéorological conditions.
Measurements in lakes and reservoirs show that isotherms are horizontal
except for cases with large through-flows such as the 'run-of-the-river"
reservoirs whose flow retention time is in the order of days. Since L227
has a flow retention time in the order of 2-3 years and the dominant forc-
ing functions for lake temperature (such as solar radiation and atmospheric
radiation).are uniform in the horizontal plane, it may be assumed that the
temperature distribution is essentially one dimensional in the vertical
direction with no significant differences in thg horizontal plane.
Therefore, the temperature measurement which was taken from only one
station ﬁay be assumed to be representative of the whole lake temperature
and may be used for comparison with the hydrothermal model output.

The amount of heat variation caused by inflow/outflow in L227 is
small when compared with other heat sources; therefore, the inflow and

outflow terms in equation (2.14) are neglected. Furthermore, since the
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only outflow is the overflow from a beaver dam, the vertical advection
velocity is also zero. That is, the 1-D heat balance equation (2.12)

is now simplified to:

o _ D2, or, 1 A 5.2
ot A 9z 9z Apc  dz (5.2)

5.2.1 Input Data to the Hydrothermal Model

The simplified heat conservation equation (5.2) is approximated by
considering heat flow through an internal control volume taken as a
horizontal élice of the water body. L1227 is divided into'twenty
horizontal slices each of 0.5 m thickness but of variable areas which conform
to the actual bathymetric data listed in Table 5.2. Values at inter-
mediate depths are linearly interpolated in the computer program.

Meteorological data for L227 were collected at the Rawson Lage
meteorological station which was constructed in ELA in 1969; Rawson Lake
is approximately two miles from L227. Short wave solar radiation is
repofted in the Annual Radiation Summary (Chapil, 1973) and othér
meteorological information, such as air temperature, relative humidity,
wind speed and sunshine record, are reported in the Meteorological
Records (Schindler and Beaty et al., 1976). Although wind speed and
short wave solar radiation are also available on an hourly basis, only
éhe daily average values are used. |

The values of extinction coefficients at biweekly intervals are
published in "Light Measurements in the Experimental Lake Area, 1969—73"
(Reid et al., 1975). A linear interpolation on the biweekly measurements
gives us the daily extinction coefficients.
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Table 5.2

Lake 227 Areas

Depth 0o 1 2 3 4 5 6 7 8 9
(m)

. Area

(10%n2y 5-00 4.17 3.30 2.85 2.60 2.31 1.81 1:.30 0.888 0.510

*
Area at 10 m depth is assumed to be the same as area at 9 m depth.

157



The period with all the necessary input data is from May 3 to
October 29; the simulation period is chosen from May 15 to October 29
(135th to 302nd day).

Measureﬁent of atmospheric longwave radiation is not available.
Wunderlich's (1972) formula which modifies Swinbank's (1963) clear sky

formula to include cloud effect is used for estimation:

5

¢, = 0.937 x 10~ o T: (1.0 + 0.17 c2) (5.3)

where ¢a = atmospheric longwave radiation; 0 = Stefan-Boltzmann constant

=1.171 x 107°

kcal/mz—day—Ka; Ta = air temperature in K; C = fraction of
the sky covered by clouds (range O to 1).
Cloud cover in equation (5.3) may be estimated from the record of

total clear sunshine hours:
c=1-—> (5.4)

where S = total clear sunshine hours per day and DL = daytime hours per

day. The dayfime hours in ELA for the period from May to October range

from 10.6 ~ 15.8 hours (Table 5.3) with an estimatéd mean of 13.9 hours.

A sensitivity study of DL shows that there is no appreciable difference

in the model's predicted temperature profile between a DL value of 11 and

15. Hence, a constant DL value of 14, which represents the mean estimated

daytime hours and also the maximum recorded total clear sunshine hours

(occu:ring on June 30, 1973), is specified for the whole simulation period.
The surface absorption coefficient of the incident solar radiation

B, is set to 0.5 and measured wind speeds are multiplied by a factor of

0.7 to account for the sheltering and possible fetch limitation effect

158



on wind speed.

Table 5.3

Estimated Daytime Hours for ELA (49 42'N)
May to October

Month May June July Aug. Sept. Oct.

DL (hrs) 15.10 15.96 15.53 14.13 12.32 10.50

*DL = 4380 x f + ND where DL = daytime hours of the month,
f = the monthly percentage of daytime
hours of the year, ND = the number of days
in the month and 4380 represents the total
annual daytime hours.

k%
The value of f is from Eagleson, P.S., 'Dynamic Hydrology',
1976, McGraw-Hill.
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5.2.2 Results of Simulation

The nine panels of Figure 5.3 are comparisons between model predic-
tion and field data. In general, the wind mixing model satisfactorily
simulates the vertical temperature distribution in L227. Starting
October 15, the model tends to predict a slightly deeper fully mixed
layer than field data suggest. This over prediction of the fully
mixed layer in late fall could be due to our neglectiné to include the
effect of chemical species on water density.

For freshwater, the density change due to thermal expansion caﬁ be

approximated by

idi-%: - 0.0000126 (T—4) | (5.5)

where p is in g/cm3, T is in °C. The equation suggests that the density
difference due to a temperature gradient becomes smaller as the temperature
appfoaches 4°C. Thus, the density difference caused by chemical species
becomes more importént as the temperature approaches 4°C. L227 is a'
very eutrophic lake with a high concentration of suspended aﬁd dissolved
substances, and with a pronounced gradient of these substances. The
density ova227 as a function of temperature and chemical spécies was
computed by Chen and Millero (1977) and Millero and Emmet (1976). The
results of their computation is included in Table 5.4. For example,
between depths 5 m and 8 m the density difference due to the temperature
effect alone is 2.4 x_lO~5 g/cm3; when the effect of chemical species is
included the density difference becomes 3.0 x 10—5 g/cm3. Tﬁis

. effect is negligible during the summer period of high stratification. The
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Table 5. 4

Water Densities in L227 Due to Temperature, Dissolved Salt and Gas Concentrations,

and Suspended Matter Measured on 5 August 1975 (Chen and Millero,
1977; Millero and Emmet, 1976)

Density (8/cm—3) due to

Depth  Temp. X Salts Y Gases Temp + Salts + Saltzeipéases
(m) °c) (mg/liter ) (mmol/liter ) Temp. + Suspended Matter + Suspended Matter
2 21.26 23.8 - 0.997936 0.997954 0.997955
4 8.56 42.0 0.150 0.999812 0.999846 0.999851
5 5.75 48.2 0.618 » 0.999947 0.999986 . 0.999989
6 4.70 53.8 - 0.975 0.999968 1.000011 1.000010
7 4.50 68.5 1.332 | 0.999970 1.000025 1.000019
8 4.29 82.0 1.770 0.999971 1.000037 1.000029
9 4.29 90.5 2.214 0.999971 1.000044 1.000032
10 4.29 . 100.0 2.748. . 0.999971 1.000052 1.000035

* . :

This table is reproduced from Quay et al. 'vertical diffusion rates determined by tritium tracer
experiments in the thermocline and hypolimnion of two lakes'

Limnol. Oceanogr. 25(2), 1980, 201-218.



density of lake water for the period of this simulation cannot be computed
due to lack of sufficient information on chemical species.

For most of the simulation period, L227 exhibits a very strong
stratification pattern. Frequently, the maximum temperafure gradient was
5°C/m and the Richardson number at the location of the thermocline was on
the order bf one thousand. At high Richardson numbers, dissipation of
TKE in the mixed layer becomes important and the amount of energy
available for entrainment is reduced (see section 2.3.3). Even without
a full appreciation of the wind energy, the fully mixed layer of L227
still showed significant temporal variations (Figure 5.4).

The principal cause for the fully mixed layer variation in the summer
period is the convective mixing induced by the fluctuation of meteorologi-
cal conditions. TFigure 5.5 shows the contribution to the fluctuations of
the fully mixed layer by the convective cooling. The shallowness of the
fully mixed layer causes the upper layer temperature to be sensitive to
the meteorolcgical condition. The time series plot of lake temperature
for the upper 4 m is shown in Figure 5.6.

Ihe general good agreement between the model predictions and the
field measurements provides us with confidence in using the wind mixing
model for interfacing with biological models.

The hydraulic retention time is approximately 2.6 years in 1973 and
the value of the dimensionless number %%-is 13 with E equal to the heat
molecular diffusivity. This indicatés that vertical diffusivity dominates
the advection in the vertical transport (see section 2.2). Therefore,
the output of the wind mixing model is sensitive to the specification

of diffusivity. Temperature predictions for diffusivities, for all depths,
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equal to the molecular diffusivity value, 5 times the molecular value
and 50 times the molecular value are presented in the four panels of
Figure 5.7. While the predicted surface temperatures show little
difference in the three cases, the model with a higher diffusivity
predicts a higher temperature for the subsurface region. For example,
on the 204th day, the model with 5 times the molecular diffusivity over-
predicts the temperature at the 5 m depth by 3°C and the model with 50
times the molecular diffusivity overpredicts by 10°C. However, if the
diffusivity is increased only for depths below 5.5 m, the predicted temper-
ature is similar to the field measurement (Figure 5.8). This is not un-
expected, since the temperature gradient is very small for depths below
5.5 m and temperature becomes an inadequate tracer for estimating the
diffusion rate in this reglon. The estimation of the hypolimnetic
diffusivity should be the focus of future hydrodynamic research.

From these sensitivity analyses (Figures 5.7 and 5.8), it may be
concluded that during the period when the FML has not extended to the 5.5
m depth, the diffusivity in the upper 5 m qf 1227 is of molecular level
once the effects of convective cooling and wind mixing are considered.
For the lower region where the temperature profile approaches the vertical,
the temperature simulation result is inconclusive. However, information
on the hypolimnion diffusivity of L227 may be found in a field tracer
experiment by Quay (1977). 1In 1975, a thin layer of tritiated water was
injected at a depth of 6.9 m in L227 and tritium profiles were collected
from July 16 to August 28 in order to analyze the diffusivity in the
hypolimnion. It was found that the vertical diffusivity in this region

(6 m - 10 m depth) was extremely low and on the order of the molecular
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diffusivity. Even though the hypolimnion diffusivity is affected by
wind and inflow, the measured diffusivity from this considerably long
duration field experiment (42 days) may be assumed to be representative
of the diffusivity in this region of L227. Therefore, the MIT wind
mixing model, which considers the diffusivity to be on the molecular
level for the non-fully mixed layer, may be used to describe the

vertical hydrodynamic transport process in L227.
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5.3 Phytoplankton Modeling

5.3.1 Analysis of the Biological Field Data

On April 12, 1973, L227 was still covered by ice, but the next
available measurement, which was taken 21 days after, indicated that the
lake had been stratified (Figure 5.9). The significant chemical gradients
on May 2 in the region below 4 m suggests that L227 was not likely to be
fully mixed during the period of April 12 and May 2. Confined by the
aVailabilitonf meteorological data needed for temperature simulation,
the phytoplankton simulation is limited to the period May 15 to October |
29, which is the same as the temperature simulation period.

During the simulation period, biweekly measurements of TDP, PP and
chlorophyll-a are available (Schindler, unpublished data). Ortho-P
concentration measured during this period by Rigler bioassay (Levine, 1975)
indicated levels below 0.1 ug/% (Figure 5.10). Since ortho-P concentration
is so low, the reported TDP value will be referréd to as SUP in this
report.

In 1973, L227 received 21 weekly additions of 1.14 kg PO4-P and

14.97 kg NO,-N during the period from May 22 to October 8 (ELA unpublished

3
data). Nutrients were mixed with lake surface watér and were placed in
a boat with the drain plug of the boat in the transom removed. The

boat then cruised around‘the lake to empty its nutrient content into the
lake. The process was repeated 3 - 6 times faking 30 - 90 minuteé
altogether (Schindler et al., 1971). The phytoﬁlankton standing cfop

was found to be governed by the amount of ortho-P added (Schindler and

Fee, 1975). The epilimnion concentrations of PP and chlorophyll-a
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quickly responded to the addition of the nutrients while the SUP concen-
tration remained fairly invariant.

Examples of the measurement of SUP, PP and chlorophyll-~a are shown
in the six panels of Figure 5.11 with the epilimnion depths indicated by
arrows. The depth of the epilimnion is defined as the depth where the temp-
erature gradient becomes greater than 1°C/m. Due to the shallowness of the
epilimnion, only a few measurements were available in this region. The
concentrations of SUP, PP and chlorophyll-a in the epilimnion so defined
showed little gradient except for the 204th day and the 274th day. On
the 204th day, the PP concentration at the surface was 132 pg/% while the
concentration of PP was 58 ug/f at 1 m depth. On the 274th day, a high
PP concentration of 154 ug/f was recorded at 1 m depth which is 10 times
the concentrations at the surface and the 3 m depth. Since the chloro-
phyll-a measurement at 1 m depth was similar to other chlorophyll-a
measurements in the epilimnion, it is assumed that the valuevof 154 ng/4
is an error in recording and a value of 15.4 ug/% is used instead. The
volume weighted average of the epilimnion concentration obtained with
the depth of the epilimnion previously defined will be used for comparison
with the model's prediction of the FML biological and chemical concentra-
tions.

Profiles of PP and chlorophyll-a shown in Figure 5.11 have two
distinctive features: high hypolimnion concentrations of both PP and
chlorophyll-a in the anoxic region of the lake.

The method used for chlorophyll-a measurement in ELA studies may
measure substances which radiate fluorescence in-addition to phytoplankton

chlorophyll-a. Although the result is reported as chlorophyll-a, it is
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better to regard this measured result as chlorophyll, which includes
bacteria chlorophylls as well as phytoplankton chlorophylls. Healey
identified the pigment of bluish-green photosynthetic bacteria, which
was frequently found in ELA lakes, as Chlorobium chlorophyll "650" from
absorption spectra peaks in either methanol or acetone. His studies
indicated that pigment concentration for these bacteria are similar
to that measured by the Fluorometer from the standard fluorometer calibra-
tion procedure for chlorophyll-a (Fee, 1978). Since photosynthetic
bacteria are obligated anaerobes, the photosynthetic bacteria peak
usually occurs at the top of the anoxic layer. Hence, the abundant
hypolimnion chlorophyll in L1227 may very likely be bacteria cHlorophylls.

Hypolimnion chlorophyll-a peaks have been observed in many other
oligotrophic lakes in the ELA. These hypolimnion chlorophyll-a peaks
are composed of specific phytoplankton species, mainly large colonial
chrysophycean flagellate which do not occur in significant quantities
in the water column above the hypolimnion peak. The location 6f these
chlorophyll-a peaks were observed to be near low light levels (0.17% of
the surface light) and near the depth where oxygen concentration is
‘close to zero.

The similarity in the location of bacterial chlorophyll and the
_hypolimnion chlorophyll—a.peﬁk with respect to light conditions and
oxygen concentration makes it difficult to judge from field measurement
of chlorophyll profile which organism (bacteria or phytoplankton) is
present. Whether this observed hypolimnetic chlorophyll peak is due to
bacteria chlorophyll calls for an additional photosynthetic organism with
characteristics greatly different from the phytoplankton of the upper
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water column. Difficulties exist in modeling the growth of photosynthetic
organisms at depths of low light intensity. Due to the high extinction
coefficient, the light intensity at 6 m depth, which corresponds to the
hypolimnion chlorophyll peak, is from 6 x 10—8 to 6 x lO_3 of the surface
light value. If the data on the 135th day is not included, the range
becomes 6 x 10-_8 to 6 x 10_4 (Table 5.5). It is conceivable that organ-
isms which thrive at such low light irradiance might have a pigment

which has a high efficiency in absorbing light waves penetrating to the
deeper region of the lake and the different penetrations of different
wavelengthsAhave to be considered. The conventional method of estimating
light extinction gives no information on this aspect. Moreover, the
hypblimnetic chlorophyll-a peaks may even be maint ained heterotrophically
(Fee et al., 1977).

The high hypolimnetic PP concentration may be due to two possible
causes. Levine and Schindler (1980) showed that the rapid uptake of
ortho-P by hypolimnioﬁ decomposers keeps the ortho-P concentration
low in this region. The high concentration of hypolimnetic photosynthetic
organisms, reflected by the high chlorophyll-a concentration, may be
responsible for the high PP concentration in the hypolimnion; Whethér
this high PP is bound in the photosynthetic organism or non~photosynthetic
organism in the hypolimnion, the major fraction of this PP is not phos-
phorus contained in the epilimnion phytoplankton. At this stage, the
uptake of ortho-P by organisms other than epilimnion phytoplankton is
not considered so that our phytoplankton model has no ability to simulate

thls high particulate P in the anoxic layer.
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Because of all the above reasons - possible measurement error,
non-equivalence of PP and phytoplankton-P, absence of information on the
penetration and amount of light which enters the deeper lake region and
possible heterotrophic growth, our simulation is limited to fitting
observed chlorophyll-a and PP concentrations of the upper layer region
defined by whichever is of larger depth: the 4 m depth or the FML.

4 m represents the lower bound of the oxic layer for most of the period.
The oxic layer, obtained from the bi-weekly chemistry measurement, is

shown as the shaded region of Figure 5.12.

|
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Figure 5.12: The Anoxic Layer
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5.3.2 Phytoplankton Simulation - Level I

5.3.2.1 Simulation with the Minimum Number of State Variables - Model I

A. Model Description

In Chapter 3, the suggested optimal number of phosphorus state
variables is between 2 to 4, with ortho-P and phytoplankton-P as the
necessary variables. The other two state variables are SUP and zooplank-
ton-P. As a rule, the simplest model will always be used unless data
suggest otherwise. A logical starting point is to consider a measured
variable as a possible state variable. Since zooplankton-P was not
measured, this state variable is not presently considered.

- Our main interest is the amount of phosphorus retained by phytoplank-
t0n, that is, phytoplankton-P in this case. Whether SUP should be included
as a state variable depends on how it affects the dynamics between
ortho-P and phytoplankton-P. Figure 5.11 shows that SUP remained
fairly constant (V10 pg/2) for the whole period while PP in the upper
layer fluctuated over the range 8 - 65 ug/2. Based on this, it is
assumed that SUP represents a fraction of dissolved P which is not
actively involved in the ortho-P - PP dynamics and contributes very little
to the PP fluctuation. This assumption further reduces the number of P
compartments to two: ortho-P and phytoplankton-P.

While the best way to model phytoplankton biomass variation is to
model the phytoplankton organic carbon variation, the use of field
measured particulate organic carbon (POC) to obtain.:information
on phytoplankton Biomass variation is exceedingly difficult for the

following reason. The measured POC includes all particulate matter in
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the water column since the separation of phytoplankton from detritus

and zooplankton is not practical. While the separation of zooplankton and
bacteria can be partially achieved by using filters, there is no practical
way to separate detritus from living phytoplankton. Hobbie et al. (1972)
measured the major C component in a small arctic pond for a typical

summer day and found that the ratio of phytoplankton carbon to total
particulate organic carbon is only 1/85. Saunders (1972) measured the
ratio of phytoplankton carbon to total particulate organic carbon to be 1/3
in Frains Lake, Michigan, on July 22, 1968. Particulate orgaﬁiC'detritus
is generally 5 to 10 times greater than that of the living plankton
(Wetzel, 1975). This evidence strongly suggests that the measured POC
constituents are mostly particulate matter.other than phytoplankton C.
Thus the measured C variation will not be sensitive to the phytoplankton
dynamics at all; the measured POC variation is very 1ikgly dominated by
other kinetics. So we much choose an indicator which better reflects the
phytoplankton dynamics.

Chlorophyll-a, being able to easily measure and correct for pig-
ment degradation products, has often been used to estimate the composite
phytoplankton population in a natural aquatié environment. Chlofophyll-a
also varies appreciably. However, since chlorophyll-a is the dominagt
pigment which absorbs quantum and turns the light energy into chemical
energy, we may regard the concentration of chlorophyll;a as the potential
of phytoplankton to use'light energy. In analysing their field data on
primary production from lakes and reservoirs, Brylinsky and Mann (1973)

found a very high correlation between chlorophyll-a and phytoplankton
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biomass tr = 0.98). As Lund (1969) asserted:
A convenient measure of the size of an algal population is
- the amount of chlorophyll-a present. Despite the fluctua-
tions in the amount of chlorophyll-a per cell in different
kinds of algae and under diverse environmental conditions,
it does not seem that the more extreme variations recorded
from laboratory experiments often arise under natural
conditions.
Therefore, in this case study we choose chlorophyll-a data for calibrating v
biological model parameters.
Two measurements - chlorophyll-a and PP - represent phytoplankton.
As discussed in Chapter 4, if the phosphorus content in phytoplankton is
constant, then phytoplankton growth-dependence on phosphorus may be
expressed as a function of external ortho-P concentration and phytoplank-
ton-P may be converted to phytoplankton biomass by a constant yield
coefficient. However, if the phosphorus to phytoplankton biomass ratio
is variable, the Droop formulation has to be used to account for this
vafiable yield coefficient. The ratio of PP to chlorophyll-a in the
upper 4 m of the lake, based on the record of routine chemical measure-
ments, is plotted in Figure 5.13. It may be observed that the ratio |
PP/chlorophyll—a is neither constant with time mor depth. This varia-
bility of PP to chlorophyll-a ratio with time and space suggests a
variable phosphorus cell quota and Droop formulation, which relates the
phytoplankton growth to intracellular content of the limiting nutrient,
should be used.

Model I consisting of three state variables -- ortho-P, phytoplankton-

P and phytoplankton biomass -~ is selected as the simplest biologically

189



061

PP/ (chl-a)

—— 0 M
—— 1l m
— e 2 M

veassvs 3 m

Date of the Yeap

Figure 5.13: Measured PP/(chlofophyll—a) Ratio at Different Depths

.



plausible model with the ability to simulate the field measurements.
The schematic representation of Model I and the relationship between
model state variables and measurement are shown in Figure 5.14 and Table
5.6, respectively; the number of model state variables is the same as the
number of field measurements. The 1-D mass balance equations for this
biochemical model are shown in Table 5.7.

The formulation of the phosphorus cycle is an open matter flow
loop with the sedimentation of phytoplankton-P carrying the phosphorus
out of the lake system. If the sinking term represents a perfect vertical
mass transport in the water column, then the mass change due to the

sinking should be written as:

22 [gax0)] = () B+ (xq) B2y 5 2OO (5.6)
& 2) (3)

The first term represents the concentration change due to the vertical
settling rate, the second represents the concentration Change due to the
variation of lake area and the third represents the change due to the
variable phytoplankton-P concentration. However, it is more reasonable

to assume that the contraction of area does not cause an increase in
concentration since the settling phytoplankton is retained in the sides

of the lake (see Figure 5.15) so that the second term may be neglected.

The vertical concentration variation due to the sinking term is, therefore,

written as

2 [gxQ)] (5.7)
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Use of equation (5.7) instead of equation (5.6) represents a loss of mass

from the water column during the process of sinking

g(xQ) %g—g dz (5.8)
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MODEL
.3 STATE VARIABLES
S - OoRTHO-P, IN uG/L

X = PHYTOPLANKTON BIOMASS, IN HG/L
@ - PHOSPHORUS TO BIOMASS RATIO BY WEIGHT

INPUT

UPTAKE
S X:Q

LYSIS + EXCRETION

SETTLING

NET MORTALITY
CARBON INCREASE |

SETTLING

NET CARBON INCREASE = PHOTOSYNTHESIS - RESPIRATION
~PHOTORESPIRATION - EXCRETION

Figure 5.14: Schematic Diagram - Model I
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Table 5.6

Model State Variables vs. Field Measurement

Model 1
1 0 0 S ortho-P
0 r 0 X = chlo-a
0 0 1 J XQ PP

r = chlorophyll-a/biomass ratio, assumed to

be 0.01

194



Table 5.7

1-D Mass Balance Equations - Model I

1-D Mass Balance Equations:

8 _ & 93 , 98 - -
5t - A 52 (A az) + D(si S) + is oX + (kl + k2)(XQ)
X _ o 9 , X - _ _ 9
5t A 3z A3y TR - X A+ X - kX - T (8X)
0(XQ) _ o 3 , 3(XQ) _ 9
Rate Expressions: Parameters to be Calibrated:
H = Umf(I) g(Q) h(T) g kl’ kzy kI’ kp’ TOpt, TdiV, pm’
H ., q
1 m
f(I) = —/—
I+kI
g(Q) = %ﬂ
T-T ¢
h(T) = exp(-2.3 __i?‘jﬂl_ )
div
=5 S
P = pm S+k
p
Constraints:

All variables are non-negative values
Q should have an upper bound which corresponds to the maximum
phosphorus content in phytoplankton

Definitions:
S - ortho-P ky - ortho-P excretion ig - input of
Q - P/biomass ratio rate ortho-P
I - light , kog - mortality rate o - mass molecular
U - growth rate X - phytoplankton diffusivity
D - dilution rate T - temperature A - lake area
g - settling rate p — uptake rate

*Subscript i denotes the inflow concentration
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The regeneration rate of ortho-P through the processes of excretion
and lysis should always be equal to or greater than the phytoplankton
mortality. However, due to the rapid uptake of ortho-P by phytoplankton,
it is assumed that ortho-P and phytoplankton are in kinetic equilibrium
and the méasurement of the concentration distributions of ortho-P and
particulaté—P provides no information in calibrating the kinetic rates
involved. While the uptake rate may be estimated by the observation that
phytoplankton-P can quickly take up the weekly added nutrient within
houfs, there is no information for calibrating the excretion rate. The
phosphorus_excretiog rate is, therefore, purposely left uncalibrated.

The function f(I) describes the phytoplankton growth dependence on

light. The light intensity I at a given depth z can be written as:

t—
1

IOB + Io(l-B)exp(—nz) for z < z, (5.9.3)

=~
il

Io(l—B)exp(-nz) for z 2 z (5.9.b)

where 1 is the extinction coefficient and z represents the depth of the
layer which absorbs most of the longwave solar radiatiom.

In the process of photosynthesis, light energy is transformed into
chemicél energy. Figure 5.16 is a schematic representation of the photo-
- synthetic reaction with the estimate of the reaction time for each step
(Radmer and Kok, 1977). The overall reaction time for the photon
absorption-oxygen production—CO2 fixation is approximate 12 m sec.

Since the mixing time scale is much longer than 12 m sec, we may assume
that even inside the FML, phytoplankton responds to the light intensity

‘which varies with the depth instead of responding to the depth averaged
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light intensity of the FML. That is, before the occurrence of the night
time mixing event, phytoplankton may show a concentration gradient inside
the FML as 1llustrated in Figure 5.17. Since the light has o typleal
diurnal variation and the function f(I) 1is non-linear, an estimation of
the function £(I) based on the daily average light intensity is different
from the estimation of f(I) based on light with diurnal variation. The
diurnal light variation may be expressed as a half sinusoidal function

with a period of 24 hours:

I(t) = A sin(%% | (5.10)

~where A, the amplitude of the sine function is related to the daily

average llght intensity, Iavg’ by

A= ﬂIavg (5.11)

The importance of preserving this diurnal variation in using the
hyperbolic function to describe the light effect is illustrated in
Figure 5.18. The equations used to compute curves I and II are:

. I

Curve I :  £(I) = — B (5.12)
K
avg I
L (12 A sin %
Curve II: f'(1I) = = dt ‘ (5.13)
24 A sin 0t 4+ K
0 12 7%

Since the function I/(I+KI) is a concave function, according to Jensen's

inequality (1905), Curve I which uses the daily average light intensity always
predicts higher values than Curve II which computes the average value of

the function over the day. The difference between the two varies with
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Iavg/Ik’ which is the ratio between the daily average and the half
saturation coefficient. As the value of Iavg/lk increases, the difference
in the two curves increases to as much as 50%. Therefore, it is import-

ant for the model to preserve this diurnal light variation in computing

the phytoplankton growth dependence on light.

B. Simulation Results and Analysis

The model solves the 1-D mass balance equations for the biological
state variables using an explicit finite difference method similar to that
used in the temperature model for solving the heat balance equation. How-
ever, the computation time step for the biological model is set to 0.1 day,
or one tenth of the computation time step used in the temperature simulation.
The light intensity at each computing time step within the day that is
needed for computing f(I) is estimated using the sinusoidal function
(equations (5.10) and (5.11)] and the measured daily average value of
solar radiation. The initial concentrations of ortho-P, phytoplankton—P
and phytoplankton biomass are obtained from the chemical measurement
record using the measured particulate-P as phytoplankton-P and 100 times
the measured chlorophyll-a as the phytoplankton biomass. Temperature
needed for computing g(T) is obtained from the temperature model output
while the quantity and schedule of ortho-P addition are available from
ELA unpublished records.

The weekly addition of ortho-P is assumed to only increase the
ortho-P concentration of the FML, that is, the increase of the ortho-P

concentration, is’ in the water column is computed as:
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. 11
i, = GBEEQ_ for FML (5.14)
FML
=0 for non~-FML (5.15)
where VOL is the volume of the FML. The inflow concentrations of

FML

the biological variables are assumed to be negligible and the outflow is
assumed to occur within the surface element.

At the end of one day, or after 10 computation time steps, the
biological model uses the FML computed from the temperature model to
redistribute the chemical state variables in the water column.

Our initial task was to simulate the magnitude and occurrence of
the observed chlorophyll-a peak around the 204th day. From the formula-
tion presgnted in Table 5.8, nine parameters (g, KI’ um, q, Topt’ Tdiv’
K2’ pm, Kp) had to be specified before proceeding with the simulation.

In the absence of any other information to identify these parameters,
the only alternative was to calibrate these parameters with field measure-
ments of drtho-P, particulate—P and chlorophyll-a.

The following procedures were taken in parameter calibration:

(l) Assigning reasonable values to all parameters using literature
values as guidelines.

(2) Calibrating the settling rate, g, from measurements of parti-
culate-P. During this step, the fitting between model predicted chloro-
phyll-a and field measurement was not necessary but it was important to
ensure that the ortho-P concentration conformed to the field measurement
that ortho-P disappeared within hours after the weekly nutrient addition

and that there were no appreciable ortho-P concentrations at other times.
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(3) Calibrating the values of Kisugs @ T 5 T

opt div and k2 from

the chlorophyll-a measurement.

(4) Readjusting the values of o and kp.

The concentration of PP is tied with the input of ortﬁo—P and the
settling rate. Since there was never an appreciable amount of ortho-P
during the period of simulation, PP represented more than 99% of the total-
P. In other words, the concentration of PP was, in fact, the concentra-
tion of total-P. 1In a water body with known hydrodynamic conditions and
known input, the only parameter needed for simulating total-P concentra-
tion is the settling rate. Thus this calibration of settling rate may

be perceived as an alternative approach to modeling the following:

External Input of - :.] To\ta]_p
Phosphorus

settling

Figure 5.19: Calibrating the Settling Rate
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The reason why the approach shown in Figure 5.19 is not taken is because
the presence of ortho~P in the hypolimnion outside our modeling focus
is allowed.

The field measurement of PP suggests that phosphorus added to the
lake surface was effectively retained in the FML. The reduction of the
PP concentration in the FML occurred only due to the dilution effect
caused by the deepening of the FML which entrained the water bglow which
had a lower PP concentration. For example, the model's predictions of
the PP concentration on the 176th and 190th days using a settling rate
of 0.05 m/day are shown in Figure 5.20. Comparison of the model predic-
tions and the field measurements indicates that even with such a small
settling rate, the model underpredicts the PP concentration by as much as
35% by the 190th day. A better fit is presented in the five panels of
Figure 5.21 which shows the model simulation results with a zero settling
rate together with the field measurements. The good fit of model predic-
tion to field measurement is evident up to the 190th day. On the 204th
day, if the average of the field measured PP conéentration at the surface
and at the 1 m depth is used as the upper 1 m PP concentration (represented
by the open circles), then the model only misses the data point at the 2m
depth. Therefore, we may consider the overall fit of the model prediction
to field measruement as satisfactory for a zero settling velocity.

After the 204th day, for zero settling velocity, the model predicts
a continuous increase of PP concentration in the FML (Figure 5.22). The
predicted PP concentration in the FML reaches a peak value of 140 ug/% on

the 240th day. After the 240th day, although the addition of ortho-P was
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Figure 5.20: PP Profiles - Model I Simulation Results with Constant
Settling Velocity (g = 0.05 m/day)

continued at the same rate of 1.14 kg-P/weeék, the increase in concentration
due to the nutrient addition was offset by the deepening of the FML and

the PP concentration in the FML began to decrease. Contrary to the model's
prediction of the PP peak occurrence in the FML on the 240th day, the

field measurement shows that in the FML the peak PP occurred around the
204th day after which the PP concentration reduced drastically. In order
to simulate this observed decline after the 204th day, a non-trivial
settling rate has to be employed for the period aftér the 204th day.

Chlorophyll-a, as a measurement of phytoplankton biomass,
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is the main state variable of the model. Since our present emphasis
is to simulate the magnitude and the occurrence of the chlorophyll-a
peak, as a first assumption, the phytoplankton mortality rate, k, is set
to zero based on the argument that during the period of active growth,
the mortality rate is negligible. Based on the assumption that PP are
all bound in phytoplankton, the calibrated settling rate obtained from
the PP simulation should also apply to chlorophyll-a. A.convenient
choice of the value for minimum cell quota, q, is 0.4 P/(chlorophyll-a)
or 0.004 P/biomass by weight which is the value of the P/(chlorophyll-a)
ratio at the chlorophyll-a peak. A phytoplankton growth rate of 1/day,
a generally accepted value, is assumed.

After the assumption of these parameters, pm, q, k, there are thfee

more parameters left to be calibrated, T0 T.. , and kI. The calibra-

pt’ “div

tion of these remaining three parameters proceeds with the simulation
where the phytoplankton growth dependences on light and temperature are
disregarded. That is, the phytoplankton is presently assumed to grow
under optimal light and temperature conditions. The five panels of

Figure 5.23 show model results (the bold curves) with the preliminary
parameter values. The model predictions of chlorophyll-a concentration
are high for the earlier three observations - the 148th, the 162nd and the
176th day -~ but aré reasonable for the latter'two observations - the 109th
and the 204th. An examination of the temperature time series plot from:
the previous temperature simulation (Figure 5.6) indicates a trend of
increase in the surface temperature from 10°C to 24°C during the period

from the 135th day to the 204th day. The overprediction of the chloro-

phyll-a values for the earlier period may be corrected by introducing the
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temperature function with an optimal temperature value near the surface
temperature during the later period. A value or 25°C which is higher than
any of the surface temperatures is assumed. The other parameter in the
temperature function, Tdiv’ which regulates the sensitivity of the temp-
erature dependence is left to be calibrated.

The model predictions with the addition of a temperature dependence
function (equation 4.20) are shown as the dashed curves in Figure 5.23;
TOpt equals 25°C and Tdiv equals 15°C. The introduction of these temper-
ature parameters significantly reduces the chlorophyll-a predicted by the
model for the 148th and 162nd days. The model currently overpredicts the
chlorophyll-a concentration at the 3 m depth from the 162nd to the 190th
day, and significantly overpredicts the chlorophyll-a concentration at the
4 m depth on the 190th day. A light dependence function will be a natural
choice to eliminate these discrepancies. The daily average light intens-
ities at the 3 m depth and 4 m depth are shown in Figure 5.24. Due to
the high light extinction coefficient, the light intensity at the 3 m
and 4 m depths are mostly less than 10 ly/day. Since the results in
Figure 5.23 suggests that phytoplankton in the 3 m and 4 m depths suffer
only a slight light limitation, a small value of kI’ the half saturation
coefficient for the light function (equation 4.8) will be appropriate.

The model prediction with a kI of 15 ly/day is shown in Figure 5.25.
Except for the chlorophyll-a concentration at the 4 m depth on the 204th
day, the field measurement of chlorophyll-a is nowwell depicted by the
model. On the 204th day, the 4 m depth is anoxic, since there is no
emphasis on fitting the chlorophyll-a measurement of the anoxic region

(see section 5.3.1) the model prediction is regarded satisfactory and the

209



Chlorophyll-a (ug/l) - Chlorophyll-a (ug/l)

0 40 80 120 160 0 40 80 120 160
o 4 2 T L] T 0 P—":—' \ Y ] T
® Measurement l
lte Model w 11 ot
£(I)=1 & g(T)=1 i
\Eljz L o ——eee. Model w f(I)=1 2! |.
5 s 1
Al | 5]
aire 135 . adr 'l 148
1 Begining of the 4
sl o Simulation st “/
Chloro-hyll-a (ug/l) _ Chlorophyll-a (ug/1)
0 40 80 120 160 0 40 80 120 160
0 4 "T T g Y 0 v 9 . 57 T
'
® ' . P l
1 - o : ° l b .‘.
I [
~ [ ] L l !
52 - ® =2 :
£ =
g ' % It
3F ® ’ ' 3L -,
) 162 ° e~ 176
. e Ls
» ‘/
41 ® 4F *’
Chlorophyll-a (ug/l1) Chlorophyll-a (ug/1)
(4] 40 80 -120 160 o 40 80 120 160 200
0 T Y T o ) T T T T ¥
ifr ir
:5: oF 190 ,E‘ oL 204
= =
s e
S 3t ° 2 3f
- ../
1]
A l 4t

Figure 5.23: Calibration of Additional Biological Rate Constants
with Chlorophyll-a Measurement (with zero settling rate)

210



112

10.0 1 ‘ LA Y | 1 )i l | T i 1 ‘ 4 1 - 1 4 T I

L227 1973

.51 ﬂ . c— 3T
— e G
~
b
o
C o
g
b
Z
g
¢ 5.0k
e
s
el
3]
19
153
i M

200 250
Date of the Year

Figure 5.24: Daily Averaged Light Intensities at 3,4 m Lake Depths



task of calibrating the model parameters, L q, Topt’ Tdiv’ kI’ is
completed.

The model with these parameters predicts a continuing increase of

chlorophyll-a concentration in the FML after the 204th day (Figure 5.26),

a trend similar to that in the PP simulation. A maximum value of 350 ug/L
-is predicted on the 245th day which is followed by a reduction mainly
induced by the dilution effect brought about by the deepening of the FML.
The field measurement, however, indicates a drastic decrease of chlorophyll-
" a after the 204th day. The present model's overprediction of the PP in the
FML for the period after the 204th day is undoubtedly the main cause for
this‘corresponding overprediction of the chlorophyll-a in the FML.

A combination of Py = 0.3 ug-P/(ug-chlorophyll-a)/day and kp = 20 ug/2
allows the added ortho-P to be taken up to a non-detectable amount within
a day. However, it must be emphasized that this combination is not the
only one which will produce the same effect. Moreover, a combination of
these two values sets the lower bound of the nutrient uptake rate since
' the information on the exact time history of ortho-P from the moment of
addition to the time of reaching non-detectable levels is not available.
The set of coefficients used to produce the above effect is summarized
in Table 5.8.

The next step is to simulate the observed sharp decline of the
epilimnion PP and chlorophyll-a after the 204th day. The only parameter
in the present model, Model I, which can exert the same loss effect on
both PP and chlorophyll-a is the settling rate. Figure 5.27 shows the

values of settling rate needed in order to simulate the observed PP
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Table 5.8

Mcdel Parameters - Model I

Parameter Values

Definition Unit Value Source
pm max. POZ3 uptake rate (g—P)(g-1:>hytop1ankton)”l 0.3 Calibration
day_l
K Michaelis constant for PO ug/ L 20. Calibration
P uptake by phytoplankton
g settling velocity m(day)-l 0. Calibration
o q minimum. P cell quota (g—P)(g—phytoplankton)_1 0.004 Calibration
'—-I —
b day 1
optimum temperature for C 25. Calibration
opt .
photosynthesis
Tdiv temperature coefficient C 15. Calibration
maximum phytoplankton growth day—l 1. Assumption
o rate
KI half saturation constant for langley 15. Calibration
light function :
k2 phytoplankton mortality rate day—1 0 Assumption

* _ .
Initial concentrations of ortho-P, phytoplankton, phytoplankton-P are obtained from the
chemistry measurement notebook.



concentration in the period after the 204th day (Figures 5.28 &5.29). The
settling rate varies from 0.0l m/day to 0.3 m/day. A time varying
parameter reflects a definition of the model formulation which assumes a
cdnstant settling rate; therefore, a formulation which captures the
variability of this parameter-settling be included in the present model.

A variable phytoplankton settling rate is not an uncommon phenomenon.
Diurnal to seasonal variations of the phytoplankton settling rate has

“been observed (Burns and Rosa, 1980; Lannergren, 1979). The diurnal
variation may not be considered since we are not modeling phytoplankton
variation at that time scale. Seasonal variation may be associated with
a change of phytoplankton species which has often been identified to be
induced by a change of the FML depth.

When the FML depth is larger, settling becomes a less significant
loss factor for phytoplankton when compared with the case with a smaller
FML depth. Therefore, as thermal stratification progresses, the dominance
qf phytoplanktoﬁ species with smaller settling velocities tends to be
favored. Lund (1954, 1955) has shown that the diatom, which has a
higher settling velocity than other phytoplankton but a better ability
to adapt to low>temperature conditions disappears almost completely
from the lake when the lake becomes stratified.

Conversely, the deepening of the FML might give phytoplankton with
higher settling velocities a better chance to compete with others. The
applicability of the species variation induced by FML variation may be
evaluated by examining the time series plot of the FML in Figure 5.4.
Following the previously stated reasoning, the dominance of phytoplankton

with a small settling rate should be favored in the period from the 204th
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to the 240th day which is in fact the period with the smallest FML
depths. Therefore, we may conclude that the inclusion of competition
among species with various settling velocities will not lead to the
desired result of having a species with a higher settling velocity domin-
ating during the period immediately after the 204th day.

Other than the seasonal species succeséion caused by environmental
facfors, the phytoplankton settling rate may vary with its physiological
state. Eppley et al. (1967) found that sinking rate was inversely

'related to the growth rate in cultures of Thalassiosira fluvuatillis.

Titman and Kilham (1976) studied the settling rate of four freshwater
phytoplankton species and found that on the average, cells at a stationary
growth phase sink four times faster than cells in the log growth phase.
The growth rate of phytoplankton is related to the limiting nutrient
content of the cell. The plot of P/(chlorophyll-a) ratio vs. time
(Figure 5.13) serves as a clear guideline for judging the success of
including a formulation which expresses the settling rate as a function
of the phytoplankton nutrient status. It is not possible to predict
a high settling velocity for the period after the 218th day since
the P/(chlorophyll-a) ratios are high for that period. Consequently,
this formulation will not predict an increase of settling rate as
Figure 5.27 suggests.

Since neither of the two possible formulations would allow a
successful prediction of the change in the settling velocity, an alterna-
tive is to include an often encountered ecological phenomenon - the

control of the population of a trophic level by the next higher trophic
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level. The disappearance of the PP and chlorophyll~-a from the water
column may be caused by zooplankton grazing. A model which incorporates

zooplankton as an additional state variable is discussed in the following

section.
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5.3.2.2 Simulation with Zooplankton as Additional Variable —— Model II

A. Model Description

The inclusion of zooplankton in the model introduces far more com—
plexities. The elements which have been considered in modeling zooplank-
ton dynamics include speciation (Thomann et.al., 1975), differentiation
between egg, juvenile and adult (Kremer and Nixson, 1978), and selective
feeding (Park et. al., 1974). The vertical migration of zooplankton
compounds the difficulty (Bowers, 1978). While a detailed consideration
of the zooplankton dynamics is important in its own right, the lack of
information hardly justifies an elaborate approach in our present modeling
attempt. Three fundamental processes of zooplankton are considered:
growth, excretion and mortality. The description of each of these thrée
processes are kept in the simplest possible form.

The classic model describing the predator-prey relationship is that
of Lotka-Volterra (1925, 1926) which describes. the specific predator grazing

rate p, as a linear function of the prey concentration X:

Ap = aX ' (5.16)

where a = constant., However, many researchers have observed that there
ié an upper limit to the rate at which a predator can assimilate its food
(Rigler, 1961b;Reeve, 1963; Kersting et. al., 1976). Therefore, a more
realistic function must have the ability to simulate this asymptotic
maximum. Two classic examples are those of Ivlev (1961) and Holling
(1965) :

) (5.17)
222
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_ X

P ™ Py max X+ KX (5.18)

Holling:
The graphic representation of these curves is shown in Fig. 5.29. The
two are similar and the Holling (1965) function is used in our model.
Peters (1973) has investigated the phosphorus excretion by zooplank-
ton and observed that 907 of the phosphorus excreted by Daphnia is ortho-P.
This finding permits‘the assumption that all excretion by zooplankton is
ortho-P without suffering more than 10% érror. The excretion rate is

considered to be a constant fraction of the grazing rate:
e = ¢ pz Qz (5.19)

where e = ortho~P excretion rate per zooplankton, P, = specific grazing
rate of zooplankton and ¢ = fraction of ingested phosphorus which is
excrefed.

All sink terms for zooplankton and zooplankton - contained phosphor-
us are lumped into one parameter - mortality rate which represent the
aggregated effect of zooplankton death, loss of zooplankton contained
phosphorus by the settling of fecal pellets and fish grazing.

The mortality rate of zooplankton is assumed to be constant, an
oversimplification since the zooplankton population is likely to be
affected by the next higher trophic level, just as the phytoplankton
population is controlled by zooplankton or by food limitation. However,
since the present goal 1s to simulate the decline of the phytoplankton
concentration after the 204th day and less emphasis is placed on
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correctling simulating the phytoplankton concentration after the peak, a
more realistic formulation of zooplankton mortality rate will not be
considered. Instead, the variation of mortality will be considered in a
sensiti?ity analysis. The effect of temperature on the zooplankton graz-
ing rate is described using the same formulation as that describing the
effect of temperature on photosynthesis. This model (Model II) is
presented in Figure 5.30 and Tables 5.9 and 5.10.
| The inclusion of zooplankton grazing followed by excretion of ortho-P

and the assimilation of ortho-P by phytoplankton (grazing/excretion),
will induce the fbllowing two effects:

(1) decrease in phytoplankton biomass

(2) incfease in phosphorus cell quota

In the absence of zooplankton, the epilimnion chlorophyll-a concentra-
tion would be 242 ug/% (Figure 5.26) while the data suggest that 907 of
this population was lost in two ﬁeeks time. On the other hand, the PP
simulation result (Figure 5.21) indicates that the amount of phosphorus
in the water column was well accounted for by the phosphorus contained
iﬁ’phytoplankton up to the 204th day. Since zooplankton grazing cadses
a lbss of phosphorus (see section 3.3.1.2), the result in Figure 5.21
suggests that the amount of zooplankton present must be still low on the
204th day. Therefore, the major consideration is to check the possibility
of the current model in simulating a situation which has a low initial
concentration of zooplankton but this small amount of zooplankton present

could reduce 907 of the phytoplankton population in two weeks time.
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Table 5.9

Model State Variables vs. Field Measurement

Model II
1 0 o o) (s) [ ortho-P )
0 r 0 0 X chlo-a
0 0 1 0 XQ PP
0 0 0 l) \ZJ L - J

= chlorophyll-a/biomass ratio assumed to

be 0.01
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Table 5.10

1-D Mass Balance Equations
Model II

1-D Mass Balance Equations:

35 _a 3 ., 38 1
5e A 32 (A 32) + D(Si S) + iS pxX + (k1+k2)(XQ) + (f - l)uzQZ
X o 9 2):4 P
ot A 9z (a Bz) + D(Xi - X)X - kZX T 3z (%) - £ UZZ
o0(XQ) _ o 9 , 3(XQ) _ _ _ 9 1
at A 9z A oz + D(XiQi XQ) + pX (kl+k2)(XQ) dz (gXQ) f uzZQ
9Z o 3 o7
3¢ = A B2 (A 32—) + D(.Zi -7) + (uz - rz)Z
Rate Expressions: Parameters to be Calibrated:
X T_TzoRt
Uy T Uzm X+k exp(-2.3 T ) Hom? Tzm? kx’ £ Tzopt’,szax
X zdiv
_ and all the calibrated
o : _ zZopt parameters listed in
Ty fom exp(-2.3 zdiv ) Table 5.8

u, P are the same as those defined in

- Table 5.8
Definitions:
Z - zooplankton uz — zooplankton growth rate which
r, — zooplankton mortality rate is a constant fraction (f) of

the grazing rate p,

f - efficiency of zooplankton
grazing

0 - mass molecular diffusivity

All other symbols are the same as those defined in Table 5.8
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The epilimnion PP concentration in the absence of zooplankton is
shown in Figure 5.22. When compared with the field data, the result in
Figure 5.22 indicates that 50% of the phosphorus was lost in the sub-
sequent two weeks. PP was lost at a smaller rate than chlorophyll-a
there must be an increase of phytoplankton cell quota in this period.
The second consideration is to check thé ﬁossibility of the current
model-Model II to increase phytoplankton P cell quota. Simple math- .
ematical presentations will be helpful in appreciating the magnitude of
these two effects. First, the effect of zooplankfon grazing on phyto—‘
plankton population under the following conditions is considered: |

- System: a fully mixed batch system

- Species: phytoplankton and zooplankton

then the temporal variation of the species can be described as:

dx _ Uz X

@ THETEIAE C (5.20)
X

dz _

T (u, - b)z (5.21)'

where: x = phytoplankton concentration
z = zooplankton concentration
U = phytoplankton growth rate
u, = zooplankton growth rate which is a constant fraction of the
grazing rate (p,)
b = zooplankton death rate
f = efficiency of grazing

k= half saturation constant
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If the phytoplankton growth rate approaching zero and the phytoplankton
concentration being much greater than the half saturation constant of
the zooplankton grazing rate represent the situation where the phyto-
plankton have used up the resources in the environment and have reached

their peak value, i.e.,

(5.22)

=
slle
o

(5.23)

ol o
-

then the solution for the phytoplankton concentration in this case is:

Uz (uz—b)t

Z 0
X = Xo + I—E—@;:TD_)— (1-e ) (5.24)

where X s 2z are the initial concentrations of phytoplankton and zoo-
plankton., If it is assumed that (1) the zooplankton mass increase from
grazing on phytoplankton is 0.24/day, (2) the net increase rate is 0.16/
day, énd (3) the initial concentration of zooplankton is one-tenth of
that of the phytoplankton, then the concentration of phytoplankton will
be reduced to one-tenth of its initial concentration in ten days. This
case illustrates that if the phytoplankton population reaches its sat-
uration value, it only takes ten days for the zooplankton, whose initial
concentration is one-tenth of the phytoplankton concentration, to

reduce the phytoplankton to one-tenth of its initial value.
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For our second mathematical presentation, the effect of zooplankton
grazing/excretion on phytoplankton cell quota is considered under the
following simplified conditions:

-~ System: a fully mixed batch system

- Species: phytoplankton, zooplankton, phytoplankton-P (or

phosphorus cell quota)

- No external source of ortho-P

then the temporal variation of these species can be described as:

U

-(-i—}—<=ux-—fz-z (5.25)

L=y, z (5.26)
H
2_(3‘_91 = (—lf- - l)uzzQ - —f—z- zQ (5.27)

= - z
u, Q

The variation of the cellular phosphorus content Q may be readily

obtained from Equations (5.25) and (5.27):

4Q _ 1_1y2q-

&~ H, F-De-w (5.28)
If uz(% -2z (5.29)
then g% >0 (5.30)
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Equation (5.29) defines the condition under which the phytoplankton cell
quota increases in the presence of zooplankton and Equation (5.28)
defines the effect of zooplankton grazing/excretion on phosphorus cell
quota.

This result appears perplexing at first glance because the optimal
growth rate of phytoplankton is about one order of magnitude larger than
the growth rate of zooplankton, that is, Moay = 10 le). If f equals
0.5, i.e., 50% of the ingested nutrient is released as ortho-P, then a
zooplankton population ten times the phytoplankton population size is
needed to sustain a constént phytoplankton cell quota. But in a natural
environment, a correct representation of p has to account for the reduced

light effect, that is,

If the suboptimal light reduces the phytoplankton growth rate to
one-twentieth of its maximum rate, i.e,, u = 0,05 Mooy then a zooplank-
ton population that is half of the phytoplankton population size will be
able to sustain a constant cell quota. This could explain the occurrence
of the following three phenomena:

(1) absence of trace amounts of ortho-P in the environment

(2) a high phosphorus cell quota

(3) an appreciable photosynthetic activity, if the measurement is
done by suspending a bottle at a depth near optimal light intensity.
However, the condition needed for a net phytoplankton growth is defined

by:
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i
ux > %z (5.32)

Comparing the condition needed for sustaining constant cell quota (tha—
tion 5.29) with Equation (5.32), it may be seen that two conditions can-
not be simultaneously satisfied in the absence of an external nutrient
supply. That is, in the absence of an external nutrient supply, the
grazing/excretion activity of zooplankton can only slow the rate of cell '
quota decrease in the period of net phytoplankton population growth. To
sustain a constant cell quota or even to increase it, the net phy;oplank—
ton population must have a net decrease.

In the period from the 204th to the 218th day, phytoplankton in
L227 decreased by 90%, therefore, we may conclude that the inclusion of
zooplankton grazing/excretion will increase the P cell quota as
reflected by the smaller reduction (50%) of the measured PP during

this period.
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B. Simulation Results and Analysis

The results of the Model II simulation is presented in Figure 5.31
and Figure 5.32. The inclusion of zooplankton successfully decreases
the epilimnion chlorophyll-a and particulate P concentrations after the
204th day. No special emphasis is placed on simulating the chlorophyll-a
- and particulate-P concentrations after the 204th day so that the percent-
age error in model prediction is considerably higher for the post-204th
day period. The dissolved oxygen concentration was near zero from 3 m
and deeper for the period between the 204th day and the 260th day. There-
fore, thé concentration of zooplankton was specified to be be zero at
depths below 3 m assuming that zooplankton is sensitive to the dissolved
oxygen concentration in the environment. Table 5.11 summarizes the
parameter values and initial concentrations used to produce the results
shown in Figures 5.31 and 5.32. Parameters which are common to both
Models I and II are kept the same, as shown in Table 5.8.

In Model I, the initial concentration of each state variable is
provided by the field measurement while in MOdel II, the initial concentra-
tion of zooplankton has to be specified without the benefit of measurement.
The initial concentration of zooplankton should, therefore, be considered
as.a paramter. The sensitivity of the Model II prediction to the varia-
tion of individual parameters (only those related to zooplankton) is
presentéd in the four panels of Figure 5.33. Model prediction is sensitive
to each of the following parameters: grazing rate (Figure 5.33a),
initial concentration (Figure 5.33b) and optimal temperature for growth

(Figure 5.33d).
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Table 5.11

Parameter Values - Model II

Initial concentration for zooplankton: 100 ug/2 for the upper 3 meters

Symbol Definition Unit Value Source
uzm maximum specific zooplankton day'-l 0.25 Calibration
growth rate
r specific zooplankton respiration day—l 0.1 Calibration
zm .
and mortality rate
T ¢ optimum temperature for C 20 Calibration
zop zooplankton growth
. temperature coefficient for C 20 Calibration
zdiv
zooplankton growth
K half saturation coefficient for ug/L 100 Calibration
x zooplankton grazing
f efficiency of zooplankton grazing - 0.6 Chen & Orlob (1975)

0 for the depth below 3 meters



A more subtle point is that the measurements of chlorophyll-a and
particulate-P hardly serve as good indicators for a correct prediction
of zooplankton concentration. Figure 5.33c1ls a comparison of the base
run with a case with a different set of zooplankton parameters. The
predicted phytoplankton concentration shows little variation by the
zooplankton concentration differs by as much as twofold. Another important
interpretation of Figure 5.33c is that there is more than one set of
zooplankton parameters which will produce indiscernable results of

phytoplankton concentration.
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5.3.3 Model I1I vs. Corresponding Model Using Constant P Cell Quota
Formulation - Level II

This section compares two phytoplankton models using two types of
formulations to describe the effect of phosphorus upon phytoplankton
growth rate:

(a) Variable cell quota formulation where the specific growth rate
is a function of the‘cellular phosphorus content,

(b) Fixed cell quota formulation where the specific growth rate is
a function of the external phosphorus concentration.

The comparison between the two formulations has been discussed in
section 4.3.3. Model II, presented in section 5.3.2.2, which uses the
variable cell quotalformulation, will be compared to Model II', the
corresponding model which uses constant cell quota formulation to describe
the growth dependence on phosphorus. Model II' is presented in Figure
5.34 and Table 5.12 and the relationship between the model state variables
and measurement is shown in Table 5.13. Model II' makes use of only two
of the three measurements (ortho-P, particulate-P and chlorophyll-a).
The state variable ortho-P should be compared with the field measurement
of ortho-P. However, there are two possible ways of comparing the state
variable particulate-P with the field measurement: one is to compare it
with the measured PP and the other is to compare it with the measured
chlorophyll-a concentration. Both ways will be considered here.

Model II' has been shown to be equally applicable as Model II if
cellular equilibrium exists (section 4.3.3.2) with the corresponding

growth rate uéax and half saturation constant k; computed as follows:
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Table 5.12

1-D Mass Balance Equations

Model II'

1-D Mass Balance Equations:

98 _a 3 ,, 39S _ b et ' 1_ '
5t - A 32 (A az) + D(Si S) + ig - ur'x + k2r X + (f 1)uzz r
X _oad , 3% i} _ 3 _1

5t - A 3z (A az) + D(xi X) + X - k2X Y (gX) R

9Z _ o 3 9Z _ _

ot A9dz (A Bz) + D(Zi z) + (uz rZ)Z

Rate Expressions:

S
= ! -2
u um 3 ks f(I) h(T)

U  1is the same as that defined
Z in Table 5.10

Definitions:

U - phytoplankton growth rate
also, ortho-P uptake rate

All other symbols are the same as that defined in Tables 5.8 and 5.11
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Parameters to be Calibrated:

' k r'
“m’ s’

8 k2’ kl’ Topt’ Tdiv

» T

m, k r
MM % Tom zopt’

Tzdiv

r' - phosphorus/biomass ratio by
weight



Table 5.13

Model State Variables vs. Field Measurement

Model II'

1 0 0 S ortho-P
0 r 0 X = chlo-a

0 0 1 Z -

or

1 0 0 S ortho-P
0 r' 0 X = PP

0 0 1 Z -

chlorophyll-a/biomass ratio

2]
il

phosphorus/biomass ratio

a
1l
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o0

max max
o= (5.33)
max pmax + qumax
qu__k
max
k = (5.34)
S pmax + qumax

u&ax is 1/day and k; is 0.24 ug/2 and the values of Moax® Proax’ kp, and
q are given in Table 5.8. The detectable limit of ortho-P by conventional
chemical analysis is about 1 ug/f (Stainton et al., 1977) and thié low

value of ks suggests that according to constant cell quota formulation,
ortho-P is not the limiting factor for the specific phytoplankton growth
rate unless its concentration is below the detectable limit.

Figure 5.35 presents the simulation result for PP and ortho-P from
Model II'. The concentrations of PP are similar in both cases to that
predicted by Model II (see Figure 5.31). Model II' predicts intermittent
intervals during which the ortho-P in the lake is in the order of 10 ug/L.
Before the 204th day, the duration of intervals with detectable ortho-P
are short and may escape detection during the measurements taken at weekly
or biweekly intervals. From the 240th to the 302nd day, Model II'
predicts a continuous period of 60 days with ortho-P in the order of 20-40
Ug/% which is not in accord with the field observation. This is the
period when the effect of zooplankton grazing/excretion becomes pronounced
and phytoplankton are unable to reach cellular equilibrium. Moreover, the
effect of zooplankton grazing/excretion could have significantly increased
the phytoplankton P cell quota (see section 5.3.2.2). Therefore, the appli-
cation of Model II' which is based on the assumptions of cellular

equilibrium and constant cell quota fails.
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In many cases, the model state yariable PP is not compared with the
field measurement of PP. Instead, it is compared with the chlorophyll-a
measurement. In order to make the comparison, a stoichiometric ratio
between PP and chlorophyll-a will have to be assumed. It was shown in
Section 5.3.2.1 that field data clearly suggest a variation of the PP/
chlorophyll-a ratio so that we are faced with the difficulty of choosing
this ratio. Since the emphasis is always placed on matching the péak
value of the chlorophyll-a concentration which has a PP/chlorophyll-a
value of 0.4 from Model II, this value is used for the stoichiometric
ratio PP/chlorophyll-a. Fig. 5.36 compares the chlorophyll-a concentrations
predicted by Models II and II'. The peak values are similar, with Model
IT' slightly overpredicting the concentration of chlorophyll-a on both
sides of the peak. The value of PP/chlorophyll-a used in the Model II'
simulation for comparison with the field measurement of chlorophyll-a
is less than 407 of the value used by Thomann et. al. (1975). If Thomann's
value of 1 for P/chlorophyll-a is used in this simulation, the peak
chlorophyll-a concentration will only be around 80 ug/l instead of 200 ng/1.

These comparisons lead to the conclusion that it is not possible to
find constant values of ks and PP/chlorophyll-a for constant cell quota
formulation which can produce identical results for all three measurements --
ortho-P, PP and chlorophyll-a concentration simultaneously. The two
models predicted similar PP peak values but the ortho-P concentration are
different in the off peak period with the most pronounced difference during
the period with significant zooplankton grazing/excretion. The important

point is that the value ks for the constant cell quota formulation,
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calculated from the assumption of cellular equilibrium (0.24 ug/L), is
below the detectable limit by conventional chemical analysis of PO4

(1 pug/2). Also, in matching the observed chlorophyll-a peak value, a
PP/chlo-a ratio which is less than 40% of that used by other modelers
is used. This indicates that it is important to compare the PP/chlo-a
ratio at the chlorophyll-a peak occurrence because this value alone
would induce a significant difference in the chlorophyll-a prediction

from the given phosphorus input.
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5.3.4 Parameter Estimation and Function Evaluation from Primary
Production Data -- Leyel IIIL

Primary production usually refers to the rate at whi£H phytoplankton
assimilates organic carbon from the dissolved inorganic carbon (DIC).

Since carbon is the major cellular constituent of the phytoplankton, primary
production rate should closely reflect the increase of the phytoplankton
biomass. Also, oxygen is produced in the phytoplankton's synthesis of

the orgénic carbon from DIC and oxygen is one of the most important

elements for many aquatic organisms. Therefore, it is hardly surprising
that of all the phytoplankton activities, primary production has received
most attention in the limmology studies.

While the specific properties of the primary production are of interest
in their own right, study of the primary production has been exceedingly
rewarding for other reasons. In modeling the multi-seasonal phytoplankton
dynamics in a natural water body, inadequate field data do not allow us to
verify our assumptions about the phytoplankton characteristics, such as
the seasonal succession and spatial inhomogenity. The additional knowledge
acquired from studying the primary production can be of tremendous import-
ance in gaining insights into the phytoplankton characteristics. If we
accept the assumption that the cellular C constituent is the least variable
cellular constituent, that is,the average C content among the algae is
invariably 53 * 5% , then primary production should be closely related to
the increase of the phytoplankton. However, it is surprising that few
have tried to relate the measurement of primary production to the parameter

values in a biological model's expression for phytoplankton growth rate.
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Depending on the formulation used for descrihing the growth rate,
four to eight parameters have to he specified. Since there are no universal
constants which permit direct substitutions, the values of these parameters
have to be calibrated. Many modelers, due to the lack of information,
are compelled to calibrate these parameters with a few field measurements
of the net biomass variation, which is similar to the case presented in
Section 5.3.2.

In our attempt to model phytoplankton dynamics in L227, we are
fortunate to have primary production data from ELA. Since 1973, primary
production in ELA has been measured with an incubator technique and published
in "Phytoplankton Primary Production in the ELA Using an Incubator Technique
-~ 1973 Data" (Shearer and Fee, 1975). A detailed description of method of
measurement, parameter estimation and functional evaluation is included in
Appendix A. Only the results will be presented here.

Results of the incubation tests have been presented in tables and
graphs. An example of the data presentation is given in Fig. 5.3.

For convenience in explanation, the following notation is introduced:
Uij = the measured carbon uptake rate for incubation session i under a given
light intensity Iij’ in units of mg C/m3/hr. The measured Uij was obtained

14

by applying: liquid scintillation counting of C on the C02—free water sample

(Schindler, 1972), therefore, it can be related to the carbon fluxes
previously defined in Sections 4.2 and 4.3 by:

U,. = kX, [(k -r,, - (r (5.35)
where k is the carbon to biomass ratio and Xi represents the phytoplankton

concentration during the incubation session i.
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5.3.4.1 Primary Productivity and Phytoplankton Growth

In our phytoplankton model, it is explicitly assumed that the phyto-
plankton growth rate is linearly related to the net carbon increase rate
which is defined as [photosynthetic rate - respiration rate - photorespir-
ation rate - excretion rate]. This assumption closely links the wmeasured
primary productivity to the model's definition of phytoplankton growth rate:

Usg = WX (o) gy

where (re)i. and uij are the excretion and growth rates, respectively,

= kxiuij ‘ (5.36)

during the incubation session i under a given light intensity Iij' Phyto-
plankton growth rate in the model is assumed to be a function of light,
temperature and cellular phosphorus content, that is, uij may be expressed
as: ugg = umf(Iij)g(Ti)h(Qi) (5.37)
with the assumption that in each incubation period, light is the only
variable. Substituting Equation (5.36) into Equation (5.37):

U,. - kXi(re)ij = kXiumf(Iij)g(Ti)h(Qi) (5.38)

ij

5.3.4.2 The Light Function

Equation (5.38) may be rearranged into:

Uij - kXi(re)ij I (5. 39)
kxiumg(Ti)h(Qi) ij

The light function f(I) may be obtained from the ratio of the measured
primary productivity, Uij’ to the maximum primary productivity measured
during each incubation, Ui max’ if either of the following two conditions

exigts: (1) kxi(re)ij is small compared to Uij

(2) (r)

e’1j is also a function of f(Tij)
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For the year 1973, there are 18 incubations for the period May 28 to

)>

October 29 and for each incubation there are four pairs of (Uij/Umax’ Iij
giving 72 pairs of data points altegether. The value of Uimax is estimated
from the incubation result for each incubation session i. If the light
dependence function is stationary, these data points may be used to
estimate parameter values needed for the light dependence function. Three
functions of light dependence are considered: Smith function, hyperbolic
function and Steele function. A non-linear regression package from the
Troll system developed at MIT is used to find the best fitted parameter
for each function. The regression package also provides information on
the percentage of data variance explained by the best fitted parameter.
From a comparison of the variance explained by each formulation may be
obtained a basis for decision on which formulation fits the data best.
Table 5.14 presents the regression result for the year 1973, where KI is
he best fitted parameter value for the light function in ly/day. The
standard error of the estimation is also included (following the "+" sign);
y is the percentage of variance explained by the regression. Both the
hyperbolic and Smith functions explain 80% of the data variance. The
normalized standard error of the hyperbolic function is 10% which is
lower than, although by a small margin, the normalized standard error
of Smith's function. The KI value obtained from this regression for the
hyperbolic function is 13 # 1.3, which agrees well with the value of 15
obtained by calibrating with the chlorophyll-a field measurements.

Rigorous application of the regression results should be confined to

the condition under which the incubation experiments were conducted. The
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Table 5.14

Regression of Specific Primary Productivity
as a Function of Light

Dependent variable: U,,/U

ij’ "imax
Independent variable: Iij
Parameters: K
Hyperbolic Smith Steele
I I I
—_— — exp(1-I/K.)
I+K K I
I v KI+IZ L
KI 12.9 + 1.3 628 * 100 130 + 10
r 80% 807% 51%
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ahility of a proposed formulation to describe the incubation results is a
necessary condition for accepting the formulation, but not a sufficient
condition since the conditions under which the incubation tests were
conducted form only a subset of the natural environment conditioms. On
the other hand, unless there is contradictory information, there is no
reason to reject the use of the hyperbolic function to describe the photo-

synthesis dependence on light.

5.3.4.3 The Temperature and Nutrient Functions

The function f(Iij) has a value between 0 to 1 and when it is equal
to 1, the measured primary productivity Ui max should be related to

temperature and cell quota by:

Uimax ~ %¥i(Te) max = K¥yUn8(TpI0(Qy) (5.40)
i max is a function of g(Ti)h(Qi) if either of the following conditions
exists:
(1) kxi(re)i max is neglibible compared to Ui max
(2) (re)i max is also a function of g(Ti)h(Qi)

If either of the above conditions exists, then the functions g(T) and h(Q)

may be obtained from the information on Ui max’ Ti and Qi provided that the
two functions are stationary functions.

If the information on Xi’ Ti and Qi is available, the utility of the
primary production data can immediately be extended to the evaluation of the
validity of the functional representation of the temperature and nutrient

effect on specific photosynthetic rate. Unfortunately, omnly Ti has been
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recorded for these incubation measurements of. the primary production rate.
However, since there remains a significant gap hetween growth rate and
photosynthetic rate, the additional knowledge acquired from analyzing the
primary production data can he of tremendous importance in gaining insight
into the phytoplankton behavior. It would be a meaningful task to attempt
analyzing the dependence of the specific primary actifity on nutrient and
temperature, even with estimated values of Xivand Qi'

From our previous simulation results (Section 5.2.2, it is seen that
chlorophyll-a data fall on a rather smooth curve so that we may linearly
interpolate the measurement of chlorophyll-a from the data to obtain the
values for conditions in the incubation measurements. The time series
plot of particulate-P, however, shows significant variations so that the
value obtained from the model simulation result (i.e., Model I with varying
settling rates after the 204th day) is used instead. The values of the
estimated PP and chlorophyll-a are summarized in Table 5.15 along with the
corresponding P cell quota (Qi),temperature (Ti) and specific photosynthetic
rate (ui max) which is defined as Ui max/xi' The same nonlinear regression
package in the Troll system is used to estimate the best fitted parameters

for the following three possible functions:

Function I : u = a(l-q/Q)
T -T
FunctionII : u=aexp (-2.3 —%?Ei——— )
div
TO t—T
Function III : u = a(l-q/Q) exp (-2.3 —wifL———- )

div
All these functions are based on our assumed dependence of growth rate on

temperature and nutrient.
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U is (ug-C)/ (ug-chlo-a)/hr

PP
T

Date UmaX
151 72.
158  115.
166  130.
169  150.
183  180.
197  300.
199  200.
211~ 8.
225 32.
235 22,
239 12.
253 20.
267 70.
274 36.
281 45.
288 55.
295 40.
302 25.

is in ug/2

is in ¢

Table 5.15

PP Chlo-a T uoox
17. 21. 17. 3.4
26. 38. 16. 3.0
28. 60. 18.5 2.2
37. 69.5 18. 2.1
51. 125. 21. 1.44
66. 180. 20.5 1.67
80. 184. 20.5 1.09
50. 111. 19. 0.072
37. 20.5 20. 1.56
27. 15. 21. 1.47

11. 14.5 21.5 0.82

13. 17. 18.5 1.18
31. 22. 11. 3.18
17. 25. 13. 1.44
12. 37. 12. 1.22
22. 50. 11. 1.1

15. 39. 9. 1.0

12. 28. 7.5 0.89
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0.8

0.68
0.47
0.53
0.41
0.37
0.44
0.45
1.81
1.81
0.78
0.74
1.39
0.69
0.32
0.5
0.38

0.41

Chlo-a is in ug/%



The constant P cell quota formulation is not considered since it is
apparent from the field measurement that no detectahle amount of phosphorus
was available and therefore, it will not be possible to find the
correlation between primary productiyity and ortho—P’concentration.

The regression results are presented in Table 5.16. Function I can
only explain 207 of the observed variance in the data while divergence
occurred for Functions II and III during the process of searching for the
best fitted parameters. An alternative approach to parameter estimation
is simulation. By specifying the range of each parameter gnd the increments
for the parameters in the simulation, a best set of parameter values within
the specified ranges may readily be found. The simulation results are
shown for Functions II and III and again, neither of the functions can
satisfactorily explain the data variation.

Following the addition of the limiting nutrient, there is a transition
period in which the hyperbolic relationship between the net carbon uptake
rate and the cell quota of the limiting nutrient does not apply. Healey
(1979) excellently illustrates the phytoplankton physiology changes
after nutrient enrichment. For example, a phosphorus-deficient cell
(P/C = 0.0049 by weight) was enriched with ortho-P so that the P/C ratio
was raised to 0.065 after three hours. Since the uptake of ortho-P is
an active process, it may compete with the photosynthesis reaction for the
use of ATP. Therefore, photosynthesis might even be depressed during the
uptake of ortho-P, which was what Healey (1979) observed. During the uptake
peried, the net photosynthesis was depressed by 40%. Only some eight hours after
the addition of the phosphate did the net photosynthetic rate begin to show
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Table 5.16

Regression of Specific Primary Productivity Rate
as a Function of Temperature and Nutrient

Dependent variable: u
max
Independent variables: T,Q
Parameters: q, Topt’ Tdiv’ a
* *
Function I Function II Function ITI
a 2.42 0.8 1.6
q 0.187 - 0.2
T - 50. 35.
opt
Tdiv - 50. 50.
r 20% 37 227

*
Divergence occurred during the search of best fitted parameters,
values shown are from simulation analysis with the following

specifications:

0.1 € a £ 3.0 Aa = 0.1
0.1 €£q<x 2.0 Aq = 0.1
< < . = 5,
10. TOpt 50 ATopt 5
10. < Tdiv < 50. ATdiv = 5.
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large increases over its pre-enrichment period. Dark respiration is
stimulated by the addition of nutrient. The length of this transition
period was at least the length of the nutrient uptake period but may

very well have extended beyond the nutrient uptake period depending on the
degree of nutrient deficiency. In general, the larger the nutrient/
biomass ratio or the more severe the nutrient deficiency, the longer the
transition period. For this transition period, there is no good descrip-
tion for the biomass variation.

In view of the often delayed and variable response of the photosynthesis
to the nutrient addition, care must be taken in fitting the short term
photosynthesis measurement. It is assumed that a better fit for the period
before the sharp decline of the phytéplankton biomass may exist for the
following two reasons:

(1) The ratio of added nutrient to biomass is smaller due to the

higher biomass in the earlier period, and

(2) The effect of zooplankton on ortho-P cycling is insignificant.

The possibility of zooplankton presence cannot be eliminated in the
latter period. Although the amount of zooplankton present is uncertain,
zooplankton may be conceived to be present in a more abundant number and
the grazing/excretion activity of zooplankton causes phytoplankton
standing crops to continuously take up ortho-P. The increase of phytoplankton
P cell quota during this period could be significant as suggested by the
excessive ortho-P concentration in the water column obtained from Model I1'
which uses constant P cell quota formulation. This will induce a longer

and more frequent transition period of photosynthetic activity, and the
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photbsfnthetic rate may not he related to the P cell quota by the hyperbolic
form. Therefore, a regression was performed for the first 7 values which
were taken from the period before the occurrence of chlorophyll-a peak.

The result is summarized in Table 5.17. In this case, Function I is

able to explain 80% of the variance; while the regressian package was

unable to find any realistic parameter values for both Function II and
Function ITI. The insignificant relationship between temperature and

the primary productivity may be due to the fact that there is little
difference in the temperatures for the 7 data sets (16 to 21°C). Although
the small number of data sets (7) prevents the making of statistically
proféund judgements on the estimation of 2 parameters, this result certainly
suggests the possibility of a significant relationship between the specific
primary productivity and P-cell quota.

The value of minimum cell quota obtaihed from the regression of
primary productivity under the optimum light condition is 0.30 pg-p/ug-
(chlo-a), while the value of the minimum P cell quéta obtained from the
field data is 0.4 pg-P/ug-(chlo-a). The agreement of the two may be
considered satisfactory. The estimated M ax from the regression is
5 ug-C/ug-(chlo-a)/hr corresponding to 60 pg-C/pg-(chlo-a)/day for 12 day-
tiﬁe hours. Since it was assumed that chlorophyll-a is approximately
1/100 of the phytoplankton biomass (see Table 5.6) and the carbon content
is estimated to be 53 + 5% of the ash-free dry weight (Wetzel, 1975),
the estimated maximum primary productivity then corresponds to a growth
rate of 1.0-1.2 per day which is also considered to agree satisfactory to

the value 1.0/day used in the model. The reasonable agreement between
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Table 5.17

Regression of Specific Primary Productivity
as a Function of Temperature and Light

The Pre-Peak Period

Dependent variable:

Independent variables: T,, Q.

i i
Parameters: q, Topt’ Tdiv’-a
* *
Function 1 Function II Function III

T -—
opt
Taiv -
T 807

*For both Function II and Function III, the regression
package was unable to find any realistic values for the
parameters, and the best fitted parameters found resulted
in a function which has variance greater than the original
variance.
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the growth rate and minimum cell quota used in the model and the same
parameters estimated from primary productiyity data suggest that carbon
excretion rate was small during the pre-peak period since the measured
primary productivity represents the sum of net carbon increase rate and
excretion rate. This confirms the assumption used in performing the
parameter estimation for the growth function ffom the Uij data. However,

this regression gives no information on the respiration rate.
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5.4 Parameter Transferahility to Year 1974
5.4.1 Data Analysis

In 1974, L227 received the same nutrient addition pattern as in 1973.
The lake was fertilized from May 21 to October 9 with 21 weekly additions.

During each fertilization, 1.14 kg and 14.97 kg of PO,-P and NO _-P,

4 3
respectively, were dissolved and mixed in the water taken from the lake
surface. These mixtures were then added to the lake surface from a boat.
The lake response to these additions can be seen from the measurement
of ortho-P, TDP, PP and chlorophyll-a concentrations. Epilimnion ortho-P,
measured by Rigler's bioassay method, was in the order of 0.1 ng/1 which
is similar to the concentration of the ortho-P measured in 1973 by the same
method (Fig. 5.38) (Levine, 1975). Epilimnion TDP concentration, measured
by regular chemical analysis, remained fairly constant (~8 pg/l) from May
to October of 1974 which is also similar to the TDP concentration trend
of the previous year (Fig. 5.39). However, there were considerable differ-
ences in the epilimnion PP concentration and dramatic difference in the
epilimnion chlorophyll-a concentration between 1974 and 1973 (Figs. 5.40
and 5.41). By July 2 (the 183rd day), 41 days after the first addition,
significant difference in chlorophyll-a had occurred. Instead of contin-
uing to increase as in 1973, chlorophyll-a began to drop in 1974 and the
maximum epilimnion chlorophyll-a concentration in 1974 was only 50 ng/l
or 257 of the maximum chlorophyll-a concentration in the year 1973. The
maximum epilimnion concentration of PP in 1974 was 50 nug/l which was
slightly lower than the maximum epilimnion PP concentration in 1973.

However, the general pattern of the epilimnion PP concentration is quite

different. 265
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5.4.2 Phytoplankton Simulation

As in the preyvious year, the simulation started with the temperature
simnlation obtained using the MIT wind mixing model described in Section 2.
The required input data for the temperature simulation are the same as
those described in Section 5.2.1. The daily record of direct solar radia-
tion which is one of the most important input data was missing for most
of the period from August 8 to November 31 due to instrument failure.
Therefore, the simulation is confined to the period from May 21 to July 30
which covers the occurrence of the first chlorophyll-a peak. The daily
values of extinction coefficient needed for . the simulation were obtained
by linearly interpolating the published extinction coefficienct taken at
biweekly intervals by Shearer (1976). To account for the sheltering effect
of the tall jackpines surrounding the small L227, a wind sbeed reduction
factor of 0.7, which had been used in the 1973 temperature simulation,
was also applied for this 1974 simulation.

Shown in the four panels of Fig. 5.42 are the comparisons of model
temperature simulation with field measurement. In general, the wind mixing
model satisfactorily simulates the measured lake femperature. The simu-—
lated FML is shown in Fig. 5.43. L1227 exhibited an earlier strong stratifi-
cation in 1974 than in 1973, with the FML depth from May to early July
generally smaller in 1974 than in 1973. The simulated temperature for the
upper 4 m is shown in Fig. 5.44. Compared with the 1973 temperature time
series plot (Fig. 5.6), the FML temperature is high in 1974 by approximately
5°C.

Model II, described in Section 5.3.2.2 was used for phosphorus and
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simulations. Although the structure of Madel II has the potential to
continue the simulation from 1973 to 1974, the lack of data during the
winter does not allow us to feel confident about our ability in correctly
simulating the zooplankton population changes for the post-chlorophyll-a
peak period, and the initial zooplankton concentration needed for 1974
simulation remains as a hodel parameter.

Model simulation results are shown in Figures 5.45 and 5.46 and as
in the previous year, the zooplankton initial concentration is assumed to
be one fifth of phytoplankton initial concentration. The model predicts
a continuous increase of both PP and chlorophyll-a concentration in the
FML until the 210th day which is simular to the trend of the previous year
but it fails to predict a decrease of PP and chlorophyll-a occurring after
the 176th day. The model currently predicts maximum chlorophyll-a and PP
in the FML higher than that of the year 1973 which resulted from the
shallower FML depth in 1974 for the period 176th to 204th. Clearly, the
field measurement of 1974 can not be simulated without any modification of
the model parameters. The dramatic difference of the two years' epilimnion
chlorophyll—a and PP concentration cannot be explained by the difference
of the hydrothermal conditions alone.

Information on the phytoplankton response to the nutrient addition
may be gained from primary productivity data for 1974. Table 5.18
compares four pairs of maximum specific primary productivity under the
optimum light condition and the corresponding phosphorus cell quota during
the period covering the 148th to the 190th day of 1973 and 1974. The

maximum specific primary productivity is expressed as Pmax/chl-a in
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SLe

Table 5.18

Primary Productivity for L1227

1973 vs. 1974 (for the period 5/28 - 7/9)

Year 1973 Year 1974
Date Temp. Pmax/chl—a PP/chl-a Date Temp. Pmax/chl—a PP/chl-a
(C)  (ug-C/ug-(chl-a)/hr)) (ug-P/ug-(chl-a)) (C)  (ug-C/ug(chl-a)/hr)) (yg-P/g-(chl-a))
151 17 3.4 0.8 148 12 1.8 1
158 16 3.0 0.7 162 16 1.6 0.7
166  18.5 2.2 0.5 184 20 2.4 1.

183 21 1.44 ' 0.4 190 21 1.5 1.



Tahle 5.18 with.Pmax estimated from the puhlished incubation test data
from Shearer and Fee (1975) and Shearer (1976). Chlorophyll-a is either
obhtained from field chemistry measurement or from linear interpolation.

of the field measurement. Phosphorus cell quota is expressed as PP/chl-a
in Table 5.18 with PP obtained from field measurement or model simulation.
Temperatures are taken from incubation results (Shearer and Fee, 1975;
Shearer, 1976). The recorded temperature for the 148th day in 1974 is
12°C which is considered low and could be an error in the record since

the upper 2 m of the lake was warmer in 1974 than in 1973 for this period
‘ of the year. If the difference in temperature between the 148th day of 1974
and the 151st day of 1973 is disregarded (since the other three pairs,
i.e., 162nd 1974 vys. 158th 1973; 184th 1974 vs. 166th 1973; and 190th

1974 vs. 183rd 1973, have very similar temperatures), it may be concluded
that the difference in their Pmax/chl—a is due to the difference in their
response to nutrient condition. Comparing 148th 1974 vs. 151st 1973 and
162nd 1974 vs. 158th 1973, it may be observed that the values of Pmax/chl—a
in 1974 are only half of the corresponding values of 1973 while the values
of PP/chl-a are approximately the same in both years. For the remaining
two pairs -- 184th 1974 vs. 166th 1973 and 190th 1974 vs. 183rd 1973 --
the Pmax/chl—a values are the same for the two years while PP/chl-a in
1974 are twice the corresponding values in 1973. 1In other words, for the
same nutrient condition, phytoplankton in 1973 were able to have higher
specific primary productivity than phytoplankton in 1974. 1If there is no
difference in the responses of other carbon fluxes to nutrient condition,
then this result suggests that the minimum cell quota in 1974 is higher

than that in 1973. 276



The increase of the value of q alome cannot simulate the field
measurement for éhlorophyll—a and PP. L227 only retained 60% of its
PP in the FML in 1974 while in 1973, the FML practically retained all the
added phosphorus for the corresponding period. Phosphorus in 1974 was
lost at a faster rate in the earlier period than in 1973. There are two
mechanisms through which phosphorus can be lost from the water column:
settling and zooplankton grazing. There is no available information on
the phytoplankton settling behavior during the simulation periods of the
two years but zooplankton concentratinn was observed to be higher in
1974 (Malley, Cheng and Schindler, manuscript).

Different combinations of higher zooplankton concentration and higher
q for the 1974 simulation were tested and a combination of zooplankton
initial concentration same as the phytoplankton concentration and a q
value of 0.005 was found to simulate the field measurement of PP and
chlorophyll-a (Figs. 5.47 and 5.48). The possibility of a higher settling
rate for phytoplankton in 1974, however, cannot be excluded. The taxonomy
composition of phytoplankton of the two years are shown in Fig. 5.49
(Findlay and Kling, 1975; Findlay, 1976). TFrom mid-May to the end of July,

Chlorophyceae dominated in both years. The common species of Chlorophyceae

in 1974 are reported to be Scenedesmus sp., Oocystis submarina var.

variablis, Dictyosphaerium simplex, Ankistrodesmus falcatus var. spiralis,

and Chlamydonas. These species were also present in the year 1973. There-
fore, the cause of these differences in phytoplankton responses in the two
years remains unknown since there was no apparent species variation for

the two years.
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Chapter 6
THE IMPORTANCE OF FML DYNAMICS IN LAKE PHYTOPLANKTON MODELING

6.1 Introduction

The theme of this chapter is a more detailed discussion of the effect
of hydrothermal structure upon lake phytoplankton modelling. Specifically,
this is illustrated by comparing the response of phytoplankton in a
phosphorus limited environment when the calibrated Model II of Chapter 5
is linked with three hydrothermal models with various specifications of
the FML dynamics.

6.1.1 The Interaction Between the Hydrothermal Model and the Biological
Model

A deterministic phytoplankton model is composed of two basic
components: hydrothermal and biological.

The hydrothermal component, based on the one-dimensional (vertical)
‘heat transport equation, describes the advection, mixing processes and
the temperature distribution within the lake.

The biological component, based on mass transport equations (one for
éach biological or chemical variable), describes the vertical distribution
of these biological or chemical variables within the lake.

There is a strong forward coupling between the hydrothermal model
and the biological model, since most of the biological and chemical
substances are passively transported by the fluid movement. In addition,
temperature affects biological activity. A backward coupling between the
biological model and hydrothermal model also exists: the distribution

of the suspended and dissolved substances affects the extinction
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coefficient which affects the thermal stratification through its influence
on the absorption of solar radiation within the water columnm.

In the case study presented in Chapter 5, extinction coefficients
have been measured and therefore, are regarded as input variables to the
model. The availability of the extinction coefficient measurement allows
the effect of hydrothermal structure upon phytoplankton to be studied with~-
out suffering the inaccuracy induced from an empirical.relationship which
expresses the extinction coefficent as a function of the suspended
material. It shall be stressed that the omission of the discussion on
the backward coupling between the biological model and the hydrothermal
model by no means implies a lesser importance of this coupling effect.

If an empirical formulation which relates the extinction coefficient as

a function of dissolved and suspended variables is confidently known,
then this effect can be readily studied. A first order linear regression
between the measured extinction coefficients and the measurement of
chlorophyll-a or PP indicates that L227 has a high background turbidity
resulting from its long history of eutrophication. The regression result
and the comparisons of the measurement with other empirical formulations

are presented in Appendix C.

6.1.2 Focus on the Hydrothermal Structure Comparison

The hydrothermal characteristics of a stratified lake have been
discussed in Chapter 2 along with the description of various one-dimen-
sional models to simulate this phenomenon. All models, except the 2-box
model, recognize the quiescent nature of the hypolimnion and accordingly

approximate it by multi-diffusion layers. The unrealistic representation
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of an overall stable hypolimnion by a fully mixed layer, as employed in
thé 2-box model, has been discussed in section 2.2.2.

In the hypolimnion, where little light penetrates and the tempera-
ture profile is almost vertical, the temperature profile gives practically
no information on the vertical diffusivity. Thus, a correct representation
of the hypolimnion diffusivity and other vertical transport processes
has to be based on hydrodynamic principles. Although the hypolimnion
diffusivity has been estimated by conducting field measurement of the
vertical profiles of tracers such as Radium-226 and Tritium (Imboden et
al., 1978; Quay, 1977), the question remains on the validity of extrapo-
lating these values to other meteorological and hydraulic conditions or to
lakes with different geometries. Therefore, a more specific simulation
and comparison of the hypolimnion modeling other than those discussed in
section 2.2.2 is not attempted here because we do not have a detailed
analysis of these mechanisms which lead to a satisfactory parameterization
of sporadic, local mixing events into an effective vertical diffusivity
térm. In this chapter we continue to use molecular diffusivity in the
hypolimnion and examine the importance of the modeling the dynamics of the
sﬁrface fully mixed layer (FML).

Except for the wind mixing model, the models reviewed in Chapter 2
are descriptive in nature since they consider the vertical diffusivity as
a model parameter and calibrate it with field temperature measurements. A
descriptive model has no capability to serve as a predictive tool because
it does not explicitly formulate a causal relationship between the import-
ant model parameter and environment conditions. Therefore, a descriptive

model is limited to the analysis of field data in a retrospective manner.
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Moreover, the identification of the vertical transport process from
analyzing temperature data in a retrospective manner may suffer from the
inadequacy of sampling. The most important, but often neglected effect

is the dynamics of the FML. The thickness of the eplimnion is often
considered as a slowly varying process and the time scale of variation is
regarded in the order of the summer stratification season. The daily
variability of the FML has not been fully appreciated. This misconception
of the FML movement has led to bi-weekly or monthly temperature sampling |
schemes that provide no information on short term movements.

The recent development of the mixed layer model allows long term
simulations of the daily FML movement from given meteorological conditioms.
The importance of capturing the daily dynamics of the FML movement is
investigated in section 6.4 by comparing the phytoplankton response of a
phytoplankton model which uses the wind mixing model as its hydrothermal
structure with that of phytoplankton models which use hydrothermal models
specifying the FML dynamics from linear interpolation of'the thermocline

locations from bi-weekly temperature measurements.

6.2 The Importance of the FML Dynamics on the Phytoplankton Population

6.2.1 The Effect on the Limiting Nutrient Distribution

The keystone of a phytoplankton model is the correct description of
the limiting nutrient distribution. In a phosphorus limited lake, which
is a typical temperate lake, the phytoplankton population responds
briskly to the variation of the phosphorus; therefore, it is convenient

to start by considering the effect of the FML on the distribution of

the external P and internal P inputs. This section will show that the

distribution of the P input is known only if detailed knowledge of the
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vertical temperature profile and of the FML dynamics are available.

6.2.1.1 The Effect on the Distribution of the External P Input

External nutrients are nutrients which originate from outside the
lake; they have four means of entering the lake: (1) direct precipitation
onto the lake surface; (2) surface runoff through the lake periphery
(non point sources); point sources such as (3) influx by the stream and/or
(4) discharge through a sewage outfall. The direct precipitation onto
the lake surface is neglected in this discussion for two reasons:

(1) The amount of P concentration in rain is small,

(2) The lake surface is much smaller than the watershed area.

The problem of identifying the vertical placement of nutrient inputs
within the lake is complicated because these inputs enter with flows whose
temperature differs from the lake temperature at the apparent entrance
point of these P inputs. The temperature difference results in vertical
movement of the inflow.

Stream inflows usually enter the lake at the surface. However, the
temperarure of the stream flow is usually lower than that of the lake
surface. Therefore, the stream flow plunges after the entrance and
entrains the ambient flow until it reaches a depth at which its density
matches that of the ambient fluid (Figure 6.1.a). On the other hand, a
sewage outfall may discharge near the lake bottom with a temperature
higher than the hypolimnion temperature during most of the year. During
the process of rising due to buoyancy, it entrains ambient fluid until
it reaches the height at which the density of the ambient fluid is the

same as that of the rising plume (Figure 6.1.b).
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Not all of the external P enters the region where light and tempera-
ture conditions are most favorable for phytoplankton growth. The P
cycling is governed by the combination of the diffusion and entrainment
process which is caused by the deepening of the FML. The final location
of the input depends on many factors, of which one of the most important
is the time varying temperature distribution within the lake.

A pre-impoundment study of the Lafarge Lake in Wisconsin by Thornton
et al. (1976) excellently illustrates the effect of lake vertical tempera-
ture structure on the inflow nutrient distribution. Figure 6.2 is a
comparison of inflow temperature and lake surface temperature. The inflow
temperatures range from zero to 5°C lower than the lake surface temperature.
After entrance mixing, the location of the inflow was calculated to be
from zero to 12 m below the lake surface as shown by the shaded region in
Figure 6.3. From June to September the inflow and consequently the nutri-
ent carried by it, entered the region below the thermocline.

The lake vertical temperature structure exerts an important influence
on the vertical placement of the inflow in the water column. This becomes
especially important when the major nutrient source is the surface run-off

carried in during short term intervals.

6.2.1.2 The Effect on the Distribution of the Internal Nutrient

Internal nutrient refers to the ortho phosphorus which is released
from lake sediment under anoxic conditions. In many lakes, especially
those with a long history of eutrophication, this is the dominant source
of phosphorus. Even for lakes where phosphorus from external sources is

the dominant phosphorus on an annual basis, the internal phosphorus

286



TEMIERATURE, oC

L2 2 and

I { i ! | 1 | ) ]

' Figure 6.2:

190 e 0 ne

| ; | Juniawpar | 1

Jun e ave
(112] °

Comparison of Inflow Temperature and Lake Surface
Temperature (from Thornton et al., 1976)

. tutvation, v

. 2.7 2
e )

0

77

Figure 6.3:

Zone of the Inflow (from Thornton et al., 1976)
287




could still be important for the seasonal phosphorus budget. Imboden
and Gachter (1978) estimated that in Greefensse the ratio of phosphorus
from internal sources to phosphorus from 