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ABSTRACT

Fluid status assessment is an essential aspect of healthcare with implications in chronic
conditions such as renal disease and congestive heart failure. Current fluid status determination
techniques lack quantitative methods and standards. Our research explores a point-of-care
approach through a portable single-sided magnetic resonance (MR) sensor. We are developing a
more accurate and clinically relevant hydration metric through measuring localized skeletal
muscle. Phantoms are used as stand-ins for a human subject to calibrate and ensure system
functionality. The microstructure of an emulsion also mimics the multiple compartments of
tissue such as the intra and extracellular volumes of muscle and adipose tissue. We aim to use
oil-in-water emulsions as phantoms to ensure device reproducibility and determine how much
the scale of the microstructure affects relaxation behavior. A quantitative understanding of the
length scales appropriate for muscle and adipose tissue will help determine the reliability of our
hydration measurement.
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Chapter 1

Introduction

1.1: Fluid Management Problem — Existing Methods

Hydration status and fluid management are important components of medical care in a variety of
clinical settings[1]. Adequate fluid intake and being well hydrated are closely linked to optimal
gastrointestinal, kidney, and heart function. Fluid management is also a key contributing factor to
the progression of chronic conditions such as congestive heart failure and renal disease[2], [3].
Both hypervolemic (fluid overloaded) or hypovolemic (fluid underloaded) states are detrimental
to patient health. There is currently no accepted method for assessing hydration status or
agreement on a “gold standard” for fluid status determination; despite the importance of such a
metric[1]. Qualitative metrics and symptoms of dehydration such as decreased skin turgor, dry
oral mucosa, or urine color are generally used, but have poor sensitivity and specificity[4]. These
symptoms are not typically apparent unless patients are moderately dehydrated or worse. The
lack of both a qualitative and quantitative standard to detect fluid status creates a gap that many

try to address[5], [6], [7], [8]-

Current methods of hydration status determination range between fluid analysis within a specific
compartment to a systemic measurement. Fluid is largely stored in two compartments within the
body: the intracellular and extracellular spaces [9], [10], [11]. These compartments exist
throughout the body throughout both muscle and adipose tissue. The changes in fluid between

these compartments do not occur equally. Each compartment contributes to the overall fluid
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status throughout the body. Lean muscle consists of around 75% water[12]. Changes in fluid
volume in the extracellular compartment of the muscle are direct reflections of hypovolemic or
hypervolemic states[13]. Existing assessments to measure fluid in specific locations and
compartments through tests using blood, saliva, and urine[9]. These compartmental assessments
take time to acquire results and contain confounding variables. Tests such as urine color require
several considerations to avoid the influence of confounding factors. Samples reflect all of the
fluid in the bladder since the previous void and ingested fluids can be excreted before the

intracellular and extracellular fluid equilibrate within the body[9], [10], [14], [15].

Existing methods for determining systemic hydration status include bioimpedance, body mass,
vital signs and sensations of thirst, dual-energy x-ray absorptiometry, and neutron activation
analysis[10]. Bioimpedance provides a method for low cost, portable, noninvasive body
composition assessment by estimating total body water, and other composition metrics, through
measuring the resistance to the flow of electrical current throughout the body[16], [17].
Bioimpedance devices are more frequent in the clinic as more research is conducted[7], [8], [18],
[19], [20]. Clinical accuracy of bioimpedance devices depends on limiting factors due to
variations in body composition, amount of subcutaneous fat, and the inability to make a
distinction between the extracellular and intracellular compartments[18]. Changes in body mass
can be used to estimate changes in total body water through volume of water lost as long as
confounding variables such as fluid/food consumption, excretion, sweat composition, time of
day, and respiratory water loss are accounted for[10]. Even when these factors are accounted for,
a change in body mass can only provide changes relative to the initial hydration status and
cannot precisely measure hydration status. Changes in vital signs and sensations of thirst are

indicative of a dehydrated state. These symptoms are subtle and may be unreliable; and are
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dependent on patient age as older adults exhibit decreased thirst sensation [21], [22]. Neutron
activation analysis consists of exposing a patient to a neutron field and measuring the total body
chloride, potassium, and sodium using radiation detectors to determine intracellular and
extracellular volume[9], [10], [23]. The scans measure total body water with some accuracy;
however, a scan typically takes one hour to complete, requires use of costly equipment, requires

exposing a patient to radiation, and requires technical expertise to conduct[10].

1.2: Our Lab’s Device

The Cima Lab suggests that a localized skeletal muscle measurement using a portable magnetic
resonance (MR) sensor can acquire a clinically relevant and quantitative metric of hydration state
based on preliminary studies[24], [25], [26], [27]. It uses two MR devices, one that was built by
Matthew Li and one that was built by Sydney Sherman. The MR sensors are designed with
permanent rare earth magnets to have a static B0 field. Both contain a magnet array similar to the

unilateral linear Halbach design that is demonstrated in Figure 1-1.

4

0
z [mm] 50 X [mm]

Figure 1-1. Unilateral Linear Halbach concept with sensitive area in blue[26].

This design is ideal for a clinical setting because it focuses the field on one side of the device.

Focusing the field eliminates the effects of stray fields on the other faces of the magnet. Each

15


https://www.zotero.org/google-docs/?U3P8Ao
https://www.zotero.org/google-docs/?B9fkol
https://www.zotero.org/google-docs/?714siA
https://www.zotero.org/google-docs/?N9TZ0g
https://www.zotero.org/google-docs/?ig7if4

sensor contains a radiofrequency (RF) surface coil and impedance matching network. The
sensors use a Kea2 Spectrometer (Magritek, Wellington, New Zealand) to acquire signal. Prospa
software (Magritek, Wellington, New Zealand) provides the setup and analysis interface. The
internal spectrometer RF amplifier is connected via coaxial cable to the matching network[27].
Car-Purcell-Meiboom-Gill (CPMG) pulse sequence to capture T2 relaxation data for analysis. T2
relaxation, also known as transverse or spin-spin relaxation, measures the dephasing of spinning
dipoles in the transverse plane. The Sherman sensor (Figure 1-2) was built after the Li sensor to
incorporate design changes based off of the results from an initial clinical study[25]. Data
collected from the Li sensor was compared to MRI results on dialysis patients before and after
dialysis. The Sherman sensor was developed after the need for a more homogeneous field and

sensitive area with a greater depth arose.

The use of a permanent magnet array in the devices and RF coil enables a minimized overall
cost to produce the device as well as low energy consumption during use. The magnetic field
profiles of both the Li and Sherman sensors are shown in Figure 1-2 below. Both magnets
contain specified homogeneous regions with field gradients that decrease in strength as the

distance from the homogeneous region increases.
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Figure 1-2. Images of a) the Li sensor and b) the Sherman sensor. COMSOL simulations of
magnetic field profiles for c¢) the Li sensor and d) the Sherman sensor. Arrows indicate the field
orientation[27].

The main difference between the sensors is that the most homogeneous region, or “sweet spot”,
on the magnet sits at a greater depth in the Sherman sensor. The greater depth was needed to
ensure that the device is collecting data from the skeletal muscle rather than subcutaneous
adipose tissue. This is because the desired metric to collect with the sensor is the fluid status of

the extracellular component in skeletal muscle as it is a reflection of systemic fluid status.

The two sensors contain different field strengths and gradients. The magnetic field strength
dictates what RF frequency is needed to flip with spins of the protons when using the CPMG

pulse sequence. The field gradient enables the ability to specify a frequency that corresponds to a
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desired measurement volume above the surface of the RF coil. Pulse frequency is set to the
corresponding height to measure within the sweet spot of each device to maximize the signal
collected. One drawback of a fixed magnetic field gradient is that protons in different areas of the
field gradient will have different relaxation behavior. The Li sensor sweet spot is between 2-3mm
above the surface of the RF coil. Colucci found that the sweet spot of their sensor was measuring
both muscle and subcutaneous tissue in an initial clinical study on fluid assessment in dialysis
patients[25]. Sherman designed a new sensor with a sweet spot that is 8mm above the surface of
the magnet when designing and building an updated sensor for this reason[27]. The sweet spot at
a greater depth above the surface of the RF coil on the Sherman sensor aims to only measure

skeletal muscle.

The benefit to collecting data only in the muscle tissue is that the data can be fit to a
biexponential fit where the individual peaks of the biexponential fit are the reflections of the
distinct intracellular and extracellular fluid compartments. This method of using a biexponential
fit on muscle tissue was determined by analyzing the pixel-wise relaxation values from MRI

results of study participants [25].

t/t

y(t, A 1)= ZAn xg (1-1)

The multiexponential T2 decay curve uses Equation 1-1 to find the individual relaxation times
and amplitude components of each compartment where A is the amplitude of the exponential
peak, and the corresponding t is the relaxation time constant of that peak. y is the amplitude of
the raw decay signal in microvolts (uV) and t is the time of the raw signal acquisition in

milliseconds (ms).
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1.3: Clinical Applications of the device

Currently the Sherman sensor is used in an ongoing clinical study. The clinical study (MGH
IRB# 2022P002140) team is working with dialysis patients to scan a patient's calf muscle before
and after dialysis. The aim of this study is to show that it is possible to use the device as a

point-of-care diagnostic tool to determine patient hydration status.

There are many different factors that impact the quality of the data when collecting data using an
MR sensor on a human subject. The data quality is best quantified using the signal to noise ratio
(SNR), which divides the initial signal amplitude by the standard deviation of the noise. Higher
SNR means that the confidence in the data and the resulting multiexponential fit is higher. The
data is noisier at a lower SNR. This results in lower confidence in the exponential fit. There are
many different factors that impact the SNR during data collection. Methods such as plugging the
spectrometer into an in-line filter and grounding the subject help to reduce extraneous noise.
Encasing the impedance matching network in aluminum and confirming contact between the
subject, matching network, and grounded aluminum base plate are also essential steps in
ensuring noise minimization. A proper ground between the aluminum base plate and the sensor
is important. Ensuring a proper connection between the spectrometer and aluminum plate via a
grounding wire is paramount. There are still many ways to reduce noise despite the methods
already used. Each data collection environment is different and influenced by other devices
plugged in the vicinity. Other equipment operating nearby (ie: the same area, could be on a

different floor) can impact the noise picked up by the sensor.
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1.4: Emulsions

Both qualitative and quantitative phantoms are used as stand-ins for human tissue to ensure that
the system and methods are functioning correctly in MRIs[28]. Qualitative phantoms have
visually similar physical attributes to humans and confirm imaging capability. Quantitative
phantoms do not appear to have human attributes as only the signal collected by the MRI is
required to mimic that of a human subject. A cost-effective, stable, repeatable, and reproducible
phantom is needed due to the experimental nature of the MR sensors in the Cima Lab. Previous
studies explore using emulsions and gels as phantoms for MR applications[29], [30], [31].
Emulsions are desirable and often used as quantitative phantoms because the dual component
nature enables a two-compartment MR-based quantification measurement[32], [33], [34], [35],
[36]. Emulsions consist of a continuous and dispersed phase of two otherwise immiscible fluids.
Often these phases consist of oil and water. The relaxation behavior of the dispersed oil phase is
largely dependent on two kinds of diffusivity. The first is the diffusion of protons within the oil
droplets that is independent of droplet size[37]. The second kind of diffusion is based on the
diffusion of the oil droplets due to Brownian motion. A higher concentration of oil droplets
restricts diffusion and results in longer relaxation times as the Brownian motion of the droplets is
more restricted [37]. The emulsions contain agar in the aqueous phase to suspend the oil droplets
in a gel. This suspension of the oil droplets helps prevent diffusion of the oil droplets due to
Brownian motion. Preventing diffusion of the oil droplets is important because it further

simplifies the system and better mimics the behavior of human tissue.

The Cima Lab adopted the protocol from Bush et. al, but does not include using
gadolinium-diethylenetriaminepentacetate (DTPA) contrast agent[24], [27], [29]. Peanut oil was

chosen for the oil phase because the triglycerides contain similar relaxation properties to human
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subcutaneous adipose tissue since the Sherman and Li sensors collect T2 relaxometry data. We
hypothesize that each peak in the multiexponential fit is a superposition of the individual fits that
result from the dispersed and continuous phases when fitting the T2 data collected from an
emulsion. This is similar to collecting data on a human subject where anticipated fitted peaks are
reflective of the intracellular and extracellular environments. This thesis explores the hypothesis
of the superposition of the individual components of the emulsions and characterizes the
microstructure of the emulsions. The difference between microstructure scale and corresponding
relaxation properties was also explored. These results are compiled and presented along with

suggestions for future work.
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Chapter 2

T2 Characterization of Emulsions

2.1: Background

The protocol adopted from Bush et al. is different from other oil-in-water emulsions used as
phantoms for MR purposes. This is because agar is added in the aqueous phase which gels upon
cooling[29]. Adding agar effectively makes the emulsions oil-in-gel rather than oil-in-water. This
distinction is important because the agar effectively suspends the oil droplets in a gel matrix.
Preventing the oil droplets from moving prevents the droplets from diffusing because of
Brownian motion. The intracellular and extracellular compartments of muscle tissue are
relatively fixed compared to an oil-in-water emulsion. This means using agar to similarly fix the
oil droplets creates an oil-in-gel emulsion that makes the samples more representative of muscle.
Controlling the oil volume fraction of the emulsions enables the ability to additionally mimic

adipose tissue.

2.1.2: Hypothesis

Each exponent in the fit is a superposition of the individual components in a multiexponential fit
used for human subject and emulsion data. The exponential fit of an emulsion should consist of
three exponents: two for the dispersed phase of peanut oil droplets and one for the continuous
phase, which consists of an aqueous solution gelled with agar. We anticipate the relaxation times

of the dispersed and continuous phases to stay constant and the amplitudes to fluctuate as the oil
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volume fraction of the dispersed phase changes. The characteristics of the microstructure within
the emulsions will be explored. We also aim to explore if changing the characteristics of the

microstructure results in changes to the relaxation properties of the emulsions.

2.2: Methods and Materials

The aqueous and oil phases are first made separately to prepare the emulsions. The desired
amount and oil volume fraction of the emulsion are calculated. 35 mL of the aqueous phase and
15 mL of the oil phase are required to create a 50 mL batch of 30% oil volume emulsions. The
emulsions were fabricated according to the general protocol described in Bush et al.[29] and
modified as described in Sherman et al[27]. It is important to note that the amount of aqueous
phase prepared should be at least 10 mL larger than the desired volume. This is to account for a
test that requires removing 2 mL of the aqueous phase from the bulk solution. The rest of the
additional volume is to account for evaporation of the aqueous phase. The amount of aqueous
phase that evaporates depends on the volume of the bulk solution where a larger batch
experiences a smaller amount of evaporation by volume percent. A 50mL batch of aqueous
phase is prepared despite only needing 35 mL of the aqueous phase to create a 50 mL batch of
30% oil volume emulsions. This is to ensure that there will be a sufficient volume of aqueous
phase available after evaporation during production and testing for gel stability.

The aqueous phase is created by first measuring the desired amount of deionized water. To
prepare a 50 mL aqueous phase, 50 mL of deionized water is first added to a 150mL beaker with
a stir bar on a hot plate to continue from the example above. Set the temperature to 90°C and a

slow stir rate around 100rpm. Next measure 0.05g sodium benzoate and add it into the beaker.
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Step 1 Step 2 Step 3 Aqueous Phase
DI Water + Add Tween20 Add Agar
Sodium Benzoate

Figure 2-1. Illustration of Aqueous Phase Preparation.

Ensure that the beaker is covered using aluminum foil to minimize evaporation. Add 0.1 mL of
tween 20 and increase the stir rate to 5S00rpm. Add 1.5g of agar slowly into the beaker last. Once
complete, increase the temperature to 180°C and a stir rate of 800 rpm for ten minutes. Figure
2-1 outlines the individual steps in preparing the aqueous phase. It is important to make sure that
there are no air bubbles caused by the high stir rate, as it can prevent the oil from emulsifying.
Mixing of the aqueous phase is complete when the solution is clear with an amber color and no
air bubbles, clumps, or streams of agar. Place at least 2 mL of the aqueous solution into a glass
scintillation vial to test that the aqueous solution will set. The aqueous phase will set and should
be completely firm and become opaque upon cooling. Continue mixing the aqueous phase at
180°C if the agar does not set. Lower the heat on the hot plate to 90°C if the agar sets. Lower the
temperature of the hot plate if the aqueous phase shows signs of boiling (typically a stream of

bubbles) at any time.
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Add Span80 Oil Phase

Figure 2-2. Illustration of Oil Phase Preparation.

The oil phase is prepared simultaneously while the aqueous solution is mixing. An
additional 5 mL of oil phase is prepared to ensure there is enough stock to make the emulsion
similar to the aqueous phase. 20 mL of peanut oil is added into a clean beaker with a stir bar on a
hot plate to continue from the example above. Set the temperature to 150°C and a stir rate of 700
rpm. Add in 0.2 mL of span 80 and mix for five minutes. Ensure that the oil phase is monitored
during heating. Decrease the temperature of the hot plate if the oil begins to smoke. Lower the

temperature of the hot plate to 100°C after five minutes of mixing.

Figure 2-3. Emulsion Preparation Illustration.

Prepare the emulsion by first weighing the Erlenmeyer flask and stir bar. Then add the

desired amount of water phase into the flask according to the desired final emulsion oil volume
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component. Add 35 mL of the aqueous phase into a 125 mL Erlenmeyer flask according to the
example above. Weigh the combined total of the aqueous phase, Erlenmeyer flask, and stir bar.
Set the hot plate to 95°C and the beginning stir rate should be around 200 rpm. This mixing rate
may vary depending on the volume of aqueous phase and the size of the Erlenmeyer flask. The
stir rate should not be fast enough to introduce air bubbles into the mixture. This is similar to the
preparation and mixing of the aqueous phase. Slowly add in the oil phase solution dropwise. At
oil volume fractions above 35%, the oil should not be added faster than 1 drop per second.
Increase the stir rate as the emulsion volume increases. Increase the stir rate to 700 rpm after
SmL of the oil phase is added. This incremental increase is necessary to ensure that air bubbles
are not inadvertently incorporated into the emulsion. Air bubbles will cause the emulsion to
phase separate before reaching high percentage oil volume fractions. The emulsion is stirred at
1100 rpm for an additional 10 minutes once the oil phase is completely added.

The emulsion is completely mixed when there is no visible oil (either in the form of
streaks or droplets) and is white with a smooth texture. Weigh the combined total of the aqueous
phase, oil phase, Erlenmeyer flask, and stir bar once the emulsion is completed. The weight of
the aqueous phase is determined by subtracting the weight of the flask and the stir bar from the
weight of the beaker when it contains only the aqueous phase. The weight of the oil phase is
determined by subtracting the weight of the flask and aqueous phase from the weight of the
completed emulsion. These weights are used, as demonstrated in Equations 2-1 through 2-3, to
determine the oil volume percent for each batch of emulsions. The oil volume percent
determined by weight is typically within one percent of the targeted oil volume. The emulsions

are referred to by their targeted oil volume percent for simplification.

1mL
aq. 0.998g aq.

(2-1)
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w % _1mL

oil 09129 ' oil (2-2)

V.
% OilVol. = # * 100% (2_3)
oil aq

The emulsion is then transferred into either a scintillation vial for data collection or a
microscope slide for imaging. Nile red (Millipore Sigma) is a lipophilic stain used to dye the oil
phase for fluorescent imaging. Nile red was purchased as a powder. A 1mM stock solution of
nile red was created by dissolving the powder into acetone. This stock solution was contained in
an amber bottle that was also wrapped in aluminum foil to minimize the risk of photobleaching
and maintain dye potency. The dye is added to the emulsion after the oil phase is completely
added but before the 10 minutes of mixing. 3 pL of the ImM nile red stock solution were added
for every 1 mL of oil added. The emulsion will have a pink tint and should not have streaks of a
darker pink or red when completely mixed with the dye. The microscope slide is prepared by

creating a square of four strips of double-sided tape on the slide. The slide is then pre-warmed on

a hot plate at 100°C.

-)

Figure 2-4. Microscope Slide Preparation Illustration.

Pipette approximately 100 microliters of the emulsion into the square on the microscope
slide using a micropipette. A coverslip is lightly placed over the sample immediately after the

emulsion is loaded. The weight of the coverslip gently spreads the unset emulsion enough until it
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contacts the double-sided tape. Clear nail polish can seal and contain the sample if the emulsion
spreads beyond the edges of the double-sided tape. The microscope slides are stored in a

refrigerator at 4°C once the agar gels and the emulsion sets on the benchtop.

2.3: Data Acquisition and Processing

The T2 relaxometry data on the Li sensor is acquired using a B1 frequency of 11.66MHz, 8192
echoes, an inter-experimental delay of 600 milliseconds, a 90 degree amplitude of -12dB, a 180
degree amplitude of -6dB, a pulse length of 12 microseconds, and an echo time of 65
microseconds, with one dummy echo. The signal acquisition consists of 16 scans that are
completed with 16 complex points and a dwell time of 0.5 microseconds. The Sherman sensor
operates under similar acquisition parameters. Key differences are that the Sherman sensor uses a
B1 frequency of 8.38MHz, a 90 degree amplitude of -6.5dB, a 180 degree amplitude of -0.5dB,
and an echo time of 80 microseconds. One run of 16 scans takes approximately one minute to

complete. In total, ten runs of 16 scans are collected for one set of data.

2.3.1: Relaxation of Individual Components

The T2 relaxation of the individual components of the emulsion are depicted in Figure 2-5. The
exponential decay curve of the two phases are visibly different. This indicates that the number of
exponents in the two curves are different. We determined that the aqueous phase consists of a
monoexponential fit and the oil phase consists of a biexponential fit. This was determined by
fitting the relaxation profiles to monoexponential, biexponential and a triexponential fit. Minimal

error and a high R? made it apparent that the aqueous phase follows a monoexponential fit while
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the oil phase follows a biexponential fit. Too many parameters and overfitting were evident when
one or more peaks contained a low relative amplitude or contained identical peaks. The relative
amplitude of the second peak was less than 5% of the total amplitude when the aqueous phase
was incorrectly fit to a biexponential. The relative amplitude of the third peak exhibited similar
behavior when the oil phase was incorrectly fit to a triexponential equation. The resulting
relaxation times from overfit data was also wildly inconsistent for near-identical samples and

further confirmed that the data was over-fitted.
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Figure 2-5. Raw T2 Relaxometry Data of Individual Aqueous and Oil Phases.

A theoretical analysis of the protons present in each phase additionally confirmed the
monoexponential fit of the aqueous phase and biexponential fit of the oil phase. The aqueous
phase primarily contains protons present in water and supports the observation of a
monoexponential fit. The oil phase contains two different kinds of protons. We examined the
different protons within triglycerides as they are a main component of peanut oil. Triglycerides

contain protons on both the polar and nonpolar sides of the molecule. These protons exhibit
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different relaxation profiles because of the polarity in the molecule. This explains why a
biexponential fit is necessary for peanut oil. Peanut oil and corn oil are similar in composition of
triglycerides. Previous studies also examined and concluded that corn oil requires a
biexponential fit[38], [39]. We expect the emulsions to have a triexponential fit as a

superposition of the monoexponential and biexponential components.
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Figure 2-6. Superimposed Fit Results of the Aqueous and Oil Phases.
Figure 2-6 graphically depicts the superimposed fit results of the amplitudes and relaxation times
of the monoexponential aqueous and biexponential oil phases. From lowest and fastest relaxation
time to highest and longest relaxation time, each peak will be labeled numerically. The peak with
the lowest relaxation time from a triexponential fit will be referred to as “peak 1.” The middle
peak will be labeled as “peak 2” and the highest relaxation time will be referred to as “peak 3.”
The relaxation times of the aqueous phase and the shorter relaxation time of the oil phase are
within 15 milliseconds of each other. This can result in difficulty of fit determination and

especially for a triexponential fit with six parameters.
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2.3.2: Data Processing Pipeline

The Li sensor was primarily used for this study of characterization of the emulsions even though
the Sherman sensor is the main device used by the Cima Lab. This is because during this time,
the Sherman sensor was involved in the previously mentioned clinical study (MGH IRB#
2022P002140). The differences in signal amplitude and sensitivity to noise on the two sensors
impact the resulting fitted relaxation times. This was characterized by measuring various
concentrations (0.001M — 0.2M) of copper sulfate (CuSO,) on both sensors. CuSO, can be
characterized with a monoexponential fit and diluting these solutions with water increases the
relaxation time. This difference is depicted in Figure 2-7 and closely follows a quadratic
relationship between the two sensors. The relaxation times that result from the Li sensor are
faster than the relaxation times that result from the Sherman sensor. This is expected because the

gradient of the Li sensor is much larger than the gradient in the Sherman sensor.
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Figure 2-7. Comparison of T2 Relaxation Time Outputs from Sherman and Li Sensors[27].
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Raw T2 relaxometry data requires processing to get as accurate of a fit as possible. Figure 2-8
below shows an example of a raw, single CPMG pulse sequence recorded in a minute-long

acquisition.

Amplitude (pV)

500 1000
- Time (ms)

Figure 2-8. Raw T2 Relaxometry Data of a 50% Oil Volume Emulsion.

10 CPMG acquisitions are run through a quality control to process one set of data. For each
minute-long acquisition, the first 3 points are removed. Next, the first 3 of the remaining points
are averaged to determine the y-intercept. The amplitude of the tail is determined by averaging
the last 1000 points from the scan. The offset is calculated by finding the difference between this
average and zero. The acquisition is then offset corrected by adjusting the amplitude of the entire
dataset by the offset factor. Next, the total area, cumulative area, and SNR are determined for
each acquisition. Each individual acquisition is compared to the others by determining outliers
among the 10 acquisitions. These outliers are determined by quartiles and compare the
y-intercepts, total areas, and cumulative areas of each acquisition. The MATLAB code
recommends eliminating runs that contain values that are more than 1.5*IQR (interquartile

range) above the upper quartile (75%) and below the lower quartile (25%). Additionally, runs are
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suggested to be eliminated if it contains a value lower than the threshold SNR or y-intercept
values. The threshold SNR is 5, and the threshold y-intercept is a signal amplitude of 1.4 uV. The
quality control code then averages all of the scans, regardless of recommended removal, and

separately averages only the recommended scans that meet the inclusion criteria.

The data can then be fit to a triexponential fit after the quality control is performed. This is done
by first reading in the desired dataset. The dataset is then run through a function that conducts
three separate triexponential fits using different methods to compare the results. The different
fitting methods consist of a global search algorithm, genetic algorithm, and nonlinear least
squares fit. The global search uses a function to find the minimum of a constrained nonlinear
multivariable function (fmincon). The genetic algorithm begins with an initial guess and
iteratively searches for a minimum until one is found, or the maximum number of generations is
reached. The nonlinear least squares fit uses a least squares curve fit to determine the variables of

the triexponential function.
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Figure 2-9. Processed and averaged T2 Relaxometry Data of a 50% Oil Volume Emulsion.
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Figure 2-9 shows the results from 10 CPMG acquisitions processed and averaged in blue. The

triexponential fit of the processed data is shown in red.

_ 5 a't « bt % C't
y = A1 e + A2 e + A3 e (2-4)
Equation 2-4 is the format in which the code produces the coefficients of the triexponential fit.

This equation is an expansion of Equation 1-1. To determine the values of the relaxation time

constants, the negative reciprocal of a, b, and c are calculated to determine coefficients T, T,

and L The same calculation is completed to obtain the confidence interval values for each of

the six parameters.

2.4: Individual Component Superposition

The raw experimental data was compared to a synthetic dataset to test whether the experimental
relaxation data of the emulsions were a superposition of the individual components. The
synthetic dataset was created using a volume-weighted average of the oil component as

demonstrated in Equation 2-2.

—t/‘t0 —t/‘t0 —t/‘r0
y=(1—(p)A(1)*e s cp*(Ag*e 2'2+A(3)*e ) (2-5)

Confirmation of a superposition of the individual components required an equation that includes

the results of the monoexponential fit from the aqueous phase and the biexponential fit from the
. . . . . 0 0 . .

oil phase. ¢ is the oil fraction of the emulsion, A1 and T, are the amplitude and relaxation time

0

0 0
- A3, and1'23arethe

. . 0
determined from the monoexponential fit of the aqueous phase, and A o T
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amplitudes and relaxation times that result from the biexponential fit of the oil phase for this

reason.
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Figure 2-10. Comparison of Synthetic and Experimental T2 Relaxometry Data of a) 30% Oil
Volume b) 50% Oil Volume and ¢) 70% Oil Volume Emulsions.

The experimental data in red consists of the average of five separate 10-minute data acquisitions

in Figure 2-10 above. Each 10-minute acquisition was processed according to the established

pipeline. The resulting five recommended averaged datasets for use were then averaged with

each other. This is crucial due to the RF coil's extreme sensitivity to noise and other factors, all

acquisitions for each emulsion were taken on the same day to minimize environmental

variability. The error between the synthetic and experimental data increases as oil volume

increases. This is most likely a reflection of the phenomenon of stimulated echoes in Figure

2-10. More pulses are applied but do not leave enough time for the protons to fully dephase,
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additional pulses refocus some of the magnetization from the previous pulses, resulting in a
stimulated echo during the pulse sequence. The amplitude and subsequent number of oil droplets
dispersed in the same volume increases as the concentration of the oil phase increases. This
phenomenon is more apparent when there are more oil droplets present although the stimulated

echoes are occurring in each acquisition.

Figure 2-11 depicts the triexponential fit amplitudes of different oil volume fraction samples
from data collected on the Li sensor. Figure 2-12 plots the subsequent relaxation times for each

peak of the triexponential fit of the same data from Figure 2-11.

0.4 3
a) b) 1
S 0.3 S
3 H 2, 3
® s $ o ) 6 o o
S 0.2 s E
2 s g £
g 211
< 0.1 <
0.0 T T T T 1 0 T T T T 1
0 20 40 60 80 100 0 20 40 60 80 100
Oil Volume Percent Qil Volume Percent
C) 1.5+
[ ]
—_ ]
2
= 1.0+
= ]
o
2 (]
o
<
0.0 T T T T 1
0 20 40 60 80 100

Qil Volume Percent

Figure 2-11. Amplitude components of a triexponential fit at varying oil volumes for a) peak 1,
b) peak 2, and c) peak 3. Data collected on the Li sensor.
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Figure 2-12. Relaxation time components of a triexponential fit at varying oil volumes for a)
peak 1, b) peak 2, and c) peak 3. Data collected on the Li sensor.

A normalization factor is needed to compare amplitudes against each other because each sample
has a different maximum amplitude for the y-intercept value. This normalization will enable
analysis and comparison of each data point against the others by calculating relative amplitude.
Relative amplitude compares the amplitude of a peak against the other measured amplitudes.

Equation 2-6 contains an example for determining the relative amplitude of peak 3.

A
_ 3
%RA, = Gz iy 100% (2-6)

The relative amplitude of each of the three peaks was calculated and plotted in Figure 2-13.
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Figure 2-13. Relative amplitude components of a triexponential fit at varying oil volumes for a)
peak 1, b) peak 2, and c) peak 3. Data collected on the Li sensor.

We expect to see the amplitude of peak 1 decrease since it should be representative of the
aqueous phase. The amplitude of peaks 2 and 3 that are representative of the oil phase should
increase with a higher volume fraction. Only the amplitude of the third peak shows an increase in
amplitude with higher oil volumes. Figure 2-9 demonstrates that the raw relaxation of the
emulsions behaves as a superposition of the volume-weighted averages of the aqueous and oil
phases. The lack of agreement between this behavior and the triexponential fit results may stem
from poor data processing and fitting. The triexponential fit contains six parameters and,
according to Figure 2-10, should contain two peaks with relaxation times that are within 15

milliseconds of each other. It is likely that the code may fail to differentiate between the two
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peaks that are close together in relaxation time. We will examine the components of the third

peak for this reason.
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Figure 2-14. Relative amplitudes of peak 3 from a triexponential fit at varying oil volumes for
data collected using a) the Li sensor and b) the Sherman sensor.

Figure 2-14 compares the relative amplitudes of peak 3 at different oil volume percentages, while
Figure 2-15 compares the relaxation times fit to peak 3 for the same samples. The Sherman
sensor exhibits the hypothesized behavior that the relaxation time does not change with oil
volume, while the relative amplitude increases with oil volume. The relaxation behavior is not

reflected in the fitted output from the Li sensor.
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Figure 2-15. Relaxation times of peak 3 from a triexponential fit at varying oil volumes for data
collected using a) the Li sensor and b) the Sherman sensor.

It is curious that the behavior of the two sensors exhibits such different results. The Sherman
sensor shows that relaxation time does not change when oil volume increases while the Li sensor
demonstrates an increase in relaxation time with increasing oil volume. One possible explanation
for this is that the Sherman sensor only records the diffusion of protons within the oil droplets
while the Li sensor is additionally recording diffusion between the oil droplets. This
measurement of additional diffusion could explain the increasing relaxation time with increasing
oil volume percent. The density of oil droplets increases throughout the emulsion and limits the
diffusion and Brownian motion among the oil droplets as oil volume percent increases. More
limited diffusion results in a longer relaxation time when diffusion between the oil droplets is

recorded.

This explanation for the observed increasing relaxation time on the Li sensor makes sense except
for the fact that it is only true for liquid emulsions. The emulsions are gels in the scintillation
vials at the time of measurement. Coil temperature measurements were conducted to explore

this.
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Figure 2-16. Coil temperatures of a) the Li sensor and b) the Sherman sensor when running
CPMG pulse sequences.

An infrared thermometer (Testo, Pennsylvania, USA) was used to measure the temperature of the
coil where a sample sits. CPMG pulse sequences were run similar to a typical data acquisition
for both sensors. The two noticeable decreases in temperature in Figure 2-16a were from time
increments where the CPMG pulse sequence was not running. The steady state operation
temperature of the Li sensor is between 33°C and 34°C. Agar gels between 32 and 45°C. This
means that agar can become unstable within this range. The temperature of the RF coil heating
the emulsion combined with the instability of the agar can explain why the relaxation times for

the Li sensor increase unexpectedly.

2.5: Microstructure Characterization

We sought to image the samples to gain a greater understanding of the microstructural
characteristics of the emulsions. All imaging was conducted on the DeltaVision Ultra in the
Koch Institute Microscopy Core Facility. The DeltaVision Ultra is an inverted confocal

microscope with the ability to conduct both fluorescence and bright field microscopy on the
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emulsions. Uniform sample thickness was important for sample imaging. This led us to use
double-sided tape to create a box on the glass microscope slide. The double-sided tape boxes
contained the emulsion samples and maintained an appropriate thickness. Z-stack images using
both the Differential Interference Contrast (DIC) method of brightfield imaging and fluorescence
imaging. These image stacks provide insight on the microstructure in three-dimensional space.
Droplet size was measured by first selecting an image in the z-stack where the droplet diameter
was maximized and in focus. This isolated image was loaded in ImagelJ along with the metadata
collected with the z-stack. This metadata includes the information regarding the calibration of
pixels to a known distance. Isolated images were cropped down to a square of 512 by 512 pixels
to minimize bias in droplet size measurements. The cropped section came from the direct center
of every image. Every visible droplet diameter in the cropped image was measured. This was

done to minimize biasing the measurements as much as possible.
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Figure 2-17. 40X Images of a) 20% oil volume emulsion, b) 50% oil volume emulsion, and c)
70% oil volume emulsion.

Figure 2-17 contains images of 20%, 50%, and 70% oil volume emulsions that were created in
accordance with the methods outlined in Section 2.2. Figure 2-18 shows the cropped and
measured images for the samples shown in Figure 2-17. The average measured droplet diameter

and standard deviation for each sample are listed in Table 2-1.
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Figure 2-18. Cropped and measured images of a) 20% oil volume emulsion, b) 50% oil volume
emulsion, and c¢) 70% oil volume emulsion.

It is important to remember that there are other valuable metrics that can be used to characterize
microstructure in addition to measured droplet diameter. Different emulsions contain varying oil
volumes in addition to the fact that the oil droplets are three dimensional. One way to ensure that

these factors are accounted for in characterizing the microstructure of the emulsions is to
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calculate a volume-weighted average of the droplet diameters, Dvw. This value can be calculated
using equation 2-7 where Di is the measured droplet diameter and VL_ is the calculated volume of

the droplet. This metric is also recorded in Table 2-1.

(D)
=1
DUW - n (2'7)
V.
i=1
Oil Volume Average Diameter Standard Deviation Volume-Weighted
(pm) (pm) Average Diameter (um)
20% 6.55 2.41 8.74
50% 6.52 2.51 8.88
70% 7.59 3.49 10.54

Table 2-1. Average and volume-weighted diameters and corresponding standard deviation for
droplet size measurements.

2.6: Relaxation Properties and Microstructure Variation

Our research investigated the potential impact of droplet size on T2 relaxation time in emulsions.
Changes in microstructure were made to explore the variation of microstructure characteristics as
a result of emulsion formation. We employed varying mixing rates and durations as a means to
mechanically alter the sizes of the dispersed oil droplets. These droplets were measured from

images captured on the DeltaVision Ultra microscope.

We regulated the mixing rate to a range between 100 and 200 revolutions per minute (rpm)

during the oil addition process to obtain larger oil droplets. This approach, however, presented
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certain challenges. Achieving emulsification and maintaining the stability of the emulsion proved
to be a complex task. This resulted in an extended amount of mixing time required for the
creation of the emulsions. The emulsions were mixed at this controlled rate for an additional five

minutes to ensure uniformity after the oil fully incorporated.

The formation of smaller droplets necessitated a significantly higher stirring rate, ranging
between 1450 and 1600 rpm. It is important to note that 1600 rpm represents the maximum
operational stir rate of our laboratory hot plate. This high-speed stirring, however, occasionally
led to the stir bar being ejected from its position, causing it to bounce erratically within the flask.
Such instances necessitated an immediate reduction in the stirring rate to prevent the stir bar
from being thrown out. This adjustment was crucial for maintaining continuous and effective

mixing, thereby ensuring the consistent formation of smaller droplets.

Figure 2-19 depicts the visual difference in droplet size where all images were taken at the same
magnification. Table 2-2 shows the characteristics of each microstructure developed at each

shear rate.

46



Figure 2-19. 20% Oil volume emulsions created under a) low shear conditions, b) original
method, and c) high shear conditions.
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20% Oil Volume | Average Diameter Standard Deviation Volume-Weighted
Shear Rate (pm) (pm) Average Diameter (um)
Low Shear 9.86 7.76 22.46

Original Method 6.55 2.41 8.74
High Shear 4.00 1.56 5.78

Table 2-2. 20% Oil volume emulsions characteristics with different creation conditions.

Similarly the same shear rates and microstructure analysis were conducted for 50% oil volume

emulsions as shown in Figure 2-20 and Table 2-3 below.

Figure 2-20. 50% Oil volume emulsions created under a) low shear conditions, b) original
method, and c) high shear conditions.
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50% Oil Volume | Average Diameter Standard Deviation Volume-Weighted
Shear Rate (pm) (pm) Average Diameter (um)
Low Shear 12.41 5.31 18.21

Original Method 6.52 2.51 8.88
High Shear 5.16 1.96 7.12

Table 2-3. 50% Oil volume emulsions characteristics with different creation conditions.

The relaxation data was collected on these samples to determine if these differences in

microstructure were reflected in the relaxation behavior of the samples. The relaxation time of

peak 3 is explored in particular. This is because relaxation time is most likely to be impacted by

droplet size. This is because proton diffusion within a droplet may change with droplet size and

needs to be examined. Figure 2-15a shows that there is statistical significance between the

relaxation times as a function of oil volume percentage. This means that relaxation time and

droplet diameter can only be compared when every data point has the same oil volume

percentage.
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Figure 2-21. Droplet relaxation time of a 20% oil volume sample as droplet diameter increases.
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Figure 2-22. Droplet relaxation time of a 50% oil volume sample as droplet diameter increases.
Both Figures 2-21 and 2-22 do not contain statistically significant differences between the
relationships between the relaxation times and changes in droplet size for a given oil volume
percentage. This means that the relaxation properties of the emulsions are resistant to variation in

the microstructure.
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Chapter 3

Theoretical Assessment of Emulsions

3.1: Background

Two immiscible components, such as oil and water, can form emulsions under certain
conditions. In an emulsion, one component is suspended as the dispersed phase within the
continuous phase of the other component. The components of the dispersed and continuous
phases impact the properties and potential uses of the emulsions. For example, butter and
sunscreen are water in oil emulsions used every day. Oil in water emulsions also exist in
everyday consumer products such as moisturizers, homogenized milk, and mayonnaise[40]

Phantoms are cost-effective, minimize animal testing, and can maintain quality assurance
in both preclinical and clinical validation of Cima lab’s MR device[31]. A deeper understanding
of the properties of the emulsions is needed in order to have confidence in using the emulsions as
phantoms for the NMR device. Here, the behavior of the emulsions as colloids are explored to
analyze the theoretical stability of the emulsions. Furthermore, the behavior of the interaction
between emulsions and glass surfaces are studied. This will provide further insight to whether
the properties and stability of the emulsion are impacted by containers such as microscope slides

and scintillation vials.
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3.2: Modeling Stability and Emulsification Conditions

The mixing conditions additionally have a significant effect on the overall stability of
emulsions. This is because the interfacial characteristics of the oil, water, and emulsifying agents
are dependent on thermodynamic conditions[40]. Such factors including temperature, mixing
rate, and oil volume percentage are shown to change the physical properties of the droplets in the
dispersed phase. It is important to note that when considering the oil volume percentage of an oil
in water emulsion, it should not exceed 74%, as the emulsion may become more densely packed
than possible which may result in phase inversion or breaking[41]. Temperature impacts
emulsification through the change in interfacial tension, adsorption, and viscosity[40], [41].
Generally, an increase in temperature will result in more favorable conditions for emulsification;
however, an abrupt change in temperature can cause coagulation in the emulsions, which result
in lower stability[41]. Both the surface tension and viscosity decrease with increasing
temperature. The subsequent increased kinetic energy imparted to the surface molecules at higher
temperature will tend to overcome the net attractive force of the bulk liquid (water)[41]. This is
demonstrated in Eotvos’s Equation[42]:

y(M)" = k(T T) (3-1)

y is the surface free energy, M is the molecular weight, v is the specific volume, TC is the
critical temperature of the liquid, T is the temperature, and k is a universal constant (which is
approximately 2.2 for many liquids). As temperature increases and approaches the critical
temperature of the liquid, the surface free energy decreases, indicating a higher likelihood of
achieving emulsification.

Emulsification is typically achieved through the application of mechanical energy.

Stirring is critical to ensure that the large droplets of the dispersed phase are broken up into
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smaller droplets, which is a function of stir rate and stir intensity[41]. Additionally, mixing time
is important as increasing mixing time is effective for making emulsions until intense stirring
may cause the emulsifier to drop out from the oil-water interface, preventing further
emulsification. This results in an optimal mixing time that depends on the surfactants and mixing
rate used[41], [43]. The stability of an emulsion can be generalized and determined through a

force balance can be used to determine settling rate of emulsions using Stoke’s Law[40]:

2
STOKES — 18w, 3-2)
% erokEs 1 the sedimentation velocity, p 4 and p, are the densities of the dispersed and

continuous phases, g is the acceleration due to gravity, d is the corresponding droplet diameter,

and W is the dynamic viscosity of the continuous phase in Equation 3-2. One limitation to

Equation 3-2 is that it does not account for particles that are not spherical and the interaction

between particles. The Hadamard-Rybczynski equation can be used when correcting for this[40]:

V — (pd_pc)gdz I'lc-l—ud (3 3)
HR 18 Ay

[

where V R includes a correction term for viscosity and p 4 is the viscosity of the dispersed phase.

Conventional emulsions are inherently thermodynamically unstable systems because over
time, the interfacial energy will decrease and dispersed droplets will coalesce and phase
separate[44]. This is why tween 20 and span 80 are used for further stability in the emulsions.
Generally, a single surfactant cannot produce the desired stability in an emulsion[43]. Both
tween 20 and span 80 were chosen for the nonionic properties and tendency for stabilizing oil in

water emulsions for the purpose of mimicking muscle and adipose tissue.
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Tween 20 is a nonionic hydrophilic surfactant. It is a polyoxyethylene sorbitol ester that
consists of 20 ethylene oxide units, 1 sorbitol, and 1 lauric acid. The ethylene oxide subunits are
responsible for the hydrophilic nature of the surfactant, while the hydrocarbon chains provide a
hydrophobic environment (Millipore Sigma). Span 80 is a nonionic surfactant. It is a sorbitan
carboxyl ester that is hydrophobic (Millipore Sigma). Surfactants contain surface tension and
interfacial tension properties that impact the interface between components in the emulsion.
Subsequently, the adsorption capabilities of the surfactants are also connected to the wetting
properties[45]. Both the hydrophobic and hydrophilic nature of the surfactants interact with the
oil and water components of the emulsion in this way. This stabilizes the emulsion by regulating
the interfacial tension across the interface. One potential change that may make the emulsion
more stable is to use span 20 instead of span 80. This is because when analyzing the properties of
different kinds of surfactants, one variable, the hydrophile-lypophile balance (HLB) for
characterizing surfactants was clear. Surfactants with a higher HLB value are better suited for
oil-in-water emulsions whereas surfactants with a lower HLB value are better suited for
water-in-oil emulsions[44]. Span 80 has an HLB value of 4.3, whereas span 20 has an HLB value
of 8.6[46]. Since the difference between span 80 and span 20 reasonable, it may be beneficial to
experiment with using span 20 instead of span 80 in future work using oil-in-water emulsions.

The agar component of the emulsions is added to stabilize and prevent phase separation
through coalescence, flocculation, creaming, sedimentation, or Ostwald ripening. Many
emulsions, to include food emulsions, contain texture modifiers that either increase the viscosity
of the continuous phase as a thickening agent, or form a gel network within the continuous
phase. This enables the motion of the dispersed droplets to be slowed down either due to gravity

or Brownian motion[47]. Common gelling or thickening agents include agar, cellulose, starch,
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alginate, soy and egg protein[47]. The creaming stability and extent of droplet aggregation can
be modeled with an interaction potential w(h), the energy required to bring two emulsion

droplets from an infinite distance apart to a surface-to-surface separation of h:

Figure 3-1. Schematic representation of the interaction potential between two emulsion
droplets showing the primary minimum (1° Min), secondary minimum (2° Min) and energy
barrier[47].

Agar only mixes with the water component. The peanut oil component is not part of the

gel matrix and likely experiences distortion as a result of compression[48]. This can be modeled

by:

2 A’ 1+e
S = Zn(a + ., loglog ( e ) ) (3-4)

) . 2 ) .
S is the surface area of the ellipsoid where the volume, V = ma C% is constant, and e is

2

o . . . (s .
eccentricity. a and c are the major and minor axes, and when a > ¢, e = 1 — —. This model
a

postures that the difference in gel strength across different emulsions is a function of varying
diameter oil droplets that is likely a result of the difference in distortion resistance within the
gels[48]. While the agar largely provides stability to the overall emulsion, it also maintains

uniformity with the oil droplets even with some potential distortion[49].
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An examination into the ionic and non-ionic components of the emulsion is necessary
because the stability of the emulsions depends on the forces between the components. The main
sources of force largely originate from van der Waals forces, electrostatic forces, or solvent
forces[50]. Van der Waals forces exist between all particles; the magnitude between two bodies,
such as the dispersed and continuous phases, can be quantified by the Hamaker constant. The
Hamaker constant is larger when the interaction between the two bodies is larger. It can be

modeled using the equation:
A =T *C,_*p *p (3-6)
H AB A B
P, and p, are the densities of the interacting phases and C B is the London coefficient

where:

oaall

_ 3 4« ABAB
CAB T4+ (3-7)

a, and o, are the polarizability of each component, and [ 4 and IB are the ionization

energies of the components.

3.3: Bi-Droplet Collisions

The collision kinetics of droplets in an emulsion are governed by factors such as relative
velocity, droplet size, and the viscosity of the continuous phase. Collision outcomes consist of
coalescence, stretching separation, or bouncing. These outcomes are determined by the balance
of kinetic energy and surface energy during the impact. Studies have shown that with increasing
droplet viscosity, the boundary for the coalescence and stretching separation transition shifts[51].
This indicates that internal droplet fluid dynamics strongly impact the outcome of bi-droplet

collisions[52]. Temperature and surfactant presence are external factors that can impact collision
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outputs by altering the interfacial tension of the droplets and, subsequently, the collision
behavior[53].

Surface interactions in bi-droplet collisions largely involve interfacial characteristics such as
surface tension and surfactant dynamics. The continuous phase between two droplets leaves as
they approach each other and the film between the two droplets drains. The film between the
droplet ruptures and results in coalescence when the film reaches a critical thickness. The
dynamics of the continuous phase leaving is influenced by both the properties of the droplets and
the continuous phase. The adsorption-desorption kinetics combined with a surfactant’s ability to
reduce surface tension play an important role in collision outcomes of emulsions stabilized by
surfactants. Surfactants can either promote or inhibit coalescence depending on the properties
and concentration. High surfactant concentrations can form rigid interfacial films that prevent
droplet coalescence and result in more stable emulsions.

Temperature can significantly influence the kinetics and surface interactions of bi-droplet
collisions. Temperature changes impact the viscosity of the droplets and the continuous phase as
well as the surface tension at the interface between the dispersed phase and continuous phase.
Increasing temperature typically increases the coalescence rate due to decreased viscosity and
surface tension[53], [54].

The kinetics and surface interactions of bi-droplet collisions within emulsions are complex and
impacted by many factors. Understanding the behavior of these interactions enables us to better
understand our emulsions in complex systems; such as for use as human muscle tissue phantoms

on an MR device.
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Chapter 4

Conclusion

We developed synthetic T2 relaxation data by combining the characteristics of aqueous and oil
components using a volume-weighted average based on the volume of the oil component in this
study. This approach effectively produced a synthetic dataset that closely aligned with the
experimental data we collected. This alignment confirms our hypothesis that the relaxation

behavior of emulsions is indeed a superposition of their individual components' characteristics.

Discrepancies regarding confirming our superposition hypothesis emerged when analyzing fit
results at the faster relaxation times of peaks 1 and 2. The results were obtained using a
triexponential fit where the discrepancies likely originated from the inherent limitations of our
fitting approach. The triexponential fit solves for six parameters and does not have many
boundary conditions to avoid making incorrect assumptions. This observation highlights the need

for a more nuanced model or fitting strategy to accurately capture the dynamics of the system.

Further insights into the emulsions' microstructure were gained through optical microscopy and
image analysis. We effectively manipulated microstructure characteristics such as oil droplet size
and distribution by varying the mixing rate and duration. It is notable that despite these variations
in microstructure, emulsions with identical oil volume fractions exhibited similar relaxation

behavior. This finding is significant for the application of these emulsions as phantoms for use
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with MR devices, suggesting a level of reliability and predictability in their performance,

regardless of minor variations in emulsion preparation methods.

A priority for future work in this area should be the development of more sophisticated data
processing techniques. Such advancements would enhance the reliability and accuracy of the fits,
thereby providing more precise and meaningful insights into the relaxation behaviors of these
complex emulsions. This progression will not only refine our understanding of the fundamental
properties of emulsions but also bolster their application in various scientific and industrial

contexts.
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