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Abstract

This thesis explores the development of mid-infrared (A - 8 - 12 pm) quantum cascade
lasers developed using GaAs/A1,Gal_,As heterostructures. Such a laser could fill the need
for compact, powerful, tunable mid-infrared coherent sources operating at room tempera-
ture. A mid-infrared laser operating in the 8 - 12 ym transmission window could be used
for spectroscopy and remote sensing of chemicals and pollutants. Although such lasers
have been recently developed using the InGaAs/InAlAs material system, GaAs based tech-
nology is widespread, making such a quantum cascade laser desirable from the production
point of view.

The design of a unipolar quantum cascade emission structure was undertaken using a
set of numerical simulation programs to self-consistently solve Schr6dinger's and Poisson's
equations. The structure was grown by MBE and fabricated in to testable structures. Cryo-
genic current-voltage measurements verify electron transport through the multiple quantum
well structure by resonant tunneling. The intersubband electroluminescence spectrum was
resolved at 10 K, revealing a homogeneously broadened emission peak at hwo = 120 meV
(A .' 10.3 1/m), with a FWHM as small as 11 meV. These measurements confirm the design
of the structure, and indicate its suitability for use as a gain medium in a QCL. A waveg-
uide structure based on metallic and plasma confinement was designed and evaluated for
use with the quantum cascade structure. Although this new structure awaits testing, esti-
mates indicate that lasing should be possible.
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Chapter 1

Introduction

1.1 Motivation

This research project involved the development of mid-infrared quantum cascade emitters

and lasers operating in the technologically important 8-12 pm spectral range. The mid-

infrared, extending from 2 - 20 pm, encompasses two atmospheric transmission windows,

from 3 - 5 pm and from 8 - 12 pm. Outside of these "windows", common atmospheric

gases such as nitrogen, carbon dioxide and water vapor strongly absorb mid-infrared radi-

ation. High resolution gas spectroscopy is one of the major applications of mid-infrared

lasers, with many systems for hazardous gas control and processing based around such

methods. Lasers operating inside these transmission windows are useful for remote chem-

ical sensing, pollution monitoring, and point-to-point communications. Most molecules,

including many environmental pollutants such as CO and SO 2 exhibit characteristic ab-

sorption and emission lines in this range. Provided it can be tuned to their resonances,

an infrared laser can be used to make high sensitivity measurements of these absorption

and emission lines. A laser spectroscopy system operated in one of the atmospheric trans-

mission windows could be used for remote chemical detection, useful in environmental

monitoring or chemical weapons detection. Another application is in semiconductor man-

ufacturing where the system can be use in end-point detection for dry etch processes. When

etching through a material layer grown upon a substrate of a different material, the machine

can detect that the upper layer has been removed by monitoring the chamber gas for the



identifying absorption lines of the substrate.

A tunable, compact, room temperature laser operating in this spectral range has been

long sought after. Currently available lasers in the mid-infrared are all lacking in one or

more important aspects. Gas lasers, such as CO 2 lasers, offer high output powers, but of-

fer only limited tunability, as the output frequencies are restricted to transitions between

rotational-vibrational energy levels. Gas lasers are also somewhat unwieldy, being them-

selves large and requiring high voltage supplies. Mid-infrared semiconductor interband

laser diodes have been developed from II-VI or IV-VI lead salt materials[1]. While these

lead-salt lasers have been quite successful for high resolution spectroscopy, they are still

limited to cryogenic operation and provide relatively low power. High power operation is

fundamentally limited by high Auger band to band recombination rates, which dramatically

increase at higher temperatures.

1.2 Quantum cascade lasers

The recently developed quantum cascade laser (QCL) offers an attractive new alternative

for mid-infrared coherent sources. The QCL is a unipolar quantum well laser, where the

lasing transition is between conduction subbands in a series of quantum wells. The one-

dimensional wells are created in the conduction band edge by depositing thin epitaxal lay-

ers of material of differing bandgaps. As a result, electron energies are quantized in the

growth direction, while two-dimensional free electron motion is retained in each "sub-

band". This concept of using a periodic modulation of the conduction band edge to form

a semiconductor "superlattice" was first suggested by Esaki and Tsu[2] in 1970. Soon

afterward, Kazarinov and Suris proposed using a superlattice to amplify radiation from

photon-assisted tunneling between subbands[3]. Helm et al. successfully observed spon-

taneous emission from subbands in a superlattice populated through resonant tunneling in

1989[4]. Despite this, it was realized that space charge buildup in a symmetric superlattice

would lead to the development of high field domains and instability when high currents

were applied[5].

The breakthrough quantum cascade laser was first developed at Bell Labs by Faist et al.
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Figure 1-1: Conduction band profile and squared magnitude wavefunctions for original

quantum cascade laser developed at Bell Labs by Faist et al. . Figure taken from Ref [6]

in 1994[6]. This design featured a triple well active region, with each well containing one

subband. The profile of the conduction band edge with envelope wavefunctions in the active

region is shown in Fig. 1-1. The lasing transition takes place between level 3 and 2. Since

level 2 and level 1 are separated by the longitudinal-optical (LO) phonon resonance energy,

the second level is quickly depopulated through fast LO-phonon scattering. LO-scattering

from level 3 to 2 is slowed by the large in-plane momentum transfer, and thus a population

inversion between levels is achieved. Electrons are injected into level 3 and extracted from

level 1 through the use of a digitally graded region designed to create a highly transmissive

path for electrons to travel to the next module. Each digitally graded region also is doped to

provide carriers to prevent the buildup of charge from the contacts and to maintain global

charge neutrality.

One great advantage of the QCL over interband lasers is the ability to engineer the

subband separation, and thus the lasing wavelength, merely by choosing the thickness of

the wells and barriers. This is in contrast to a conventional semiconductor laser, where the

lasing transition is between the conduction and valence bands, and the frequency of the



emitted radiation is principally determined by the bandgap of the material. This flexibil-

ity allows QCLs to cover unavailable spectral ranges using technologically mature III-V

materials. This is especially convenient for infrared applications where appropriate small

bandgap materials become difficult to find and work with. The emission frequency can

be theoretically made quite small, allowing the development of far-infrared emitters in the

range 30 - 300 pm[7, 8]. Also, the QCL is a unipolar device (no electron-hole recombi-

nation is involved), and hence a single electron has the opportunity to emit many photons

before exiting the device.

Faist's QCL was first developed to operate at 4.2 pim in pulsed mode with peak power

of 8 mW at 10 K with a threshold current density of 14 kA/cm2[6]. Since then, the quan-

tum cascade lasers have improved dramatically in performance, with many improvements

made in the quantum well design, waveguiding, and heat sinking. Bell Labs has demon-

strated lasers at wavelengths from 3 - 12 pm, at room temperature pulsed operation[9, 10]

and continuous wave cryogenic operation. Continuous wave (CW) operation has been ob-

tained with power as high as 0.7 W per facet at 20 K, with CW operation reported up to

110 K[11]. The longer wavelength lasers tend to be less efficient, due to reduced stim-

ulated emission efficiency and higher free-carrier losses. Most of the QCL's operate in a

Fabry-Perot cavity formed by cleaving the ends of the wafer and have multimode operation.

However, Gmachl et al. has obtained single mode operation with gain guided distributed

feedback structures operating at 8.5 pm with a CW output power of 10 mW at 120 K.

Recently, Faist et al. have used oscillator strength tuning to produce a laser tunable from

6.2 - 6.6 pim (100 cm-') [12]. Tunability has also been obtained in distributed feedback

structures over 20 cm- 1 by varying the operating temperature to change the dielectric prop-

erties of the waveguide. In fact, such a laser was recently used by Namjou et al. to make the

first high sensitivity gas spectroscopy measurements using a QCL[13]. Quantum cascade

lasers have proven themselves to be powerful, compact, efficient sources of mid-infrared

radiation, useful for many spectroscopic applications.

At this time, only one group outside of Bell Labs has successfully fabricated an electri-

cally pumped quantum cascade laser. Slivken et al. used gas source molecular beam epitaxy

of InGaAs/InAlAs to fabricate a QCL operating at 8.5 pm[14]. This device displayed peak



pulsed output power of 35 mW per facet at 80 K, and lasing up to 270 K. On a slightly dif-

ferent note, Gauthier-Lafaye et al. recently developed an optically pumped quantum well

laser in GaAs/AlGaAs quantum wells operating at 15.5 um[15]. Pulsed operation was

demonstrated with a peak output power of 0.4 W at 77 K, and operation up to 110 K. Long

wavelength lasers are easier to achieve in optically pumped configurations, since heavily

doped contact layers that dominate the loss at long wavelengths are not necessary. This is

currently the longest wavelength laser based on quantum wells.

A new type of interband quantum cascade laser based on type-II InAs/GaInSb/AlSb

quantum wells was recently demonstrated[16, 17]. In this design, the lasing transition is

between a conduction subband in a InAs well and an adjacent valence subband in a GaInSb

well. These adjacent wells overlap in energy space, as is characteristic of type-II wells,

and allow similar frequency tunability and cascade structures as in traditional unipolar

QCLs. The main advantage is that the dominant non-radiative relaxation mechanism, fast

LO-phonon scattering, can be circumvented. They recently displayed lasing at 3.9 Am

operating in pulsed mode at temperatures up to 170 K with peak power of 0.5 W per facet

observed at 80 K (Jth - 0.29 kA/cm2). This material system is somewhat less developed

than the more standard GaAs/AlGaAs system.

1.3 Project statement

The goal of this research project is to develop a QCL using GaAs/AlGaAs heterostructures

which operates in the atmospheric transmission window of 8-12 ,m. At the time of this

writing, all operational QCLs have been formed using the InGaAs/AllInAs material sys-

tem. There are several reasons for this. For the lattice matched InGaAs/InA1As system, the

conduction band discontinuity is Ec = 520 meV, substantially larger than the discontinuity

for Al.Gal_-,As with feasible Al fractions (Ec = 320 meV for x = 0.4). These higher

barriers allow larger subband separations and thus lasers at higher frequencies. Since the

radiation efficiency of an intersubband transition decreases and free carrier losses increase

at longer wavelengths, it is advantageous to attempt lasing at higher frequencies. Also,

Ino.53 Ga 0.47As has a smaller effective mass (m* = 0.043mo) , and thus has a larger oscilla-



tor strength for an intersubband transition than one in GaAs (m* = 0.067mo). Perhaps most

importantly, the InGaAs/InA1As system is grown on InP wafers, which have a lower refrac-

tive index than either material. Thus, the substrate provides a natural waveguide cladding.

GaAs/AlGaAs heterostructures are always grown on GaAs substrates, which provide no

intrinsic confinement.

However, there are several reasons for developing a GaAs/AlGaAs quantum cascade

laser. Most importantly, GaAs/AlGaAs molecular beam epitaxy is a mature and widespread

technology, and there are a large number of epitaxal machines available for production. It

would be advantageous if companies could produce these new lasers using existing facili-

ties. Another advantage is that Al.Gal_As is lattice matched to GaAs for all values of x,

so one can vary the well depth and barrier height within some range. This is an extra de-

gree of freedom when designing multiple quantum well structures. Also, GaAs is a binary

alloy and hence has higher thermal conductivity than ternary alloys, and hence promises

improved high temperature operation.

At the time of this writing, two other groups have made steps towards a GaAs/AlGaAs

based quantum cascade laser. Strasser et al. [18] and Li et al. [19] have both observed

electroluminescence in quantum cascade structures. Strasser adopts a structure patterned

after the Bell Labs lasers, with a digitally graded region providing carrier injection. Li

on the other hand, takes advantage of the lattice matching of AlGal_-As to GaAs, and

substitutes a single wide, shallow well composed of A10.15Gao.8ssAs to provide injection into

the excited state. The final non-trivial step for these groups in construction of a quantum

cascade laser is the design of an appropriate waveguide structure.

1.4 Approach

The goal of this project was to undertake the initial steps in designing a quantum cascade

laser, and to fabricate a working laser if possible. A necessary first step in the construction

of any laser is to observe spontaneous emission from the gain medium. Following the lead

of Bell Labs, a quantum cascade structure was designed to provide a gain medium. The

epitaxal growth was performed by Michael Melloch at Purdue University. The MBE layers



were then fabricated into testable structures at the Microsystems Technology Laboratory

at MIT. Following construction of an appropriate experimental setup, the current-voltage

characteristics and electroluminescence spectrum of the device were measured. These mea-

surements were used to verify the design of the structure and to predict whether enough gain

is present to achieve lasing. Following this step, an optical cavity was designed to provide

feedback and any modifications necessary were made to the structure. Following growth

and fabrication, the device must be tested to see if the structure lases. At present, all the

steps have been completed except the final laser testing.

1.5 Thesis overview

Chapter 2 describes some of the background theory necessary for laser design, such as

spontaneous emission and stimulated emission rates, basic laser threshold equations, nonra-

diative relaxation rates, free carrier absorption, and simulation of a one-dimensional waveg-

uide. Chapter 3 describes the design process of the multiple quantum well structure and

waveguide structure. Chapter 4 details the measurements made of the structure designed

for spontaneous emission. Chapter 5 discusses the results, and concludes with a proposal

for a complete laser structure.
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Chapter 2

Background - quantum cascade laser

theory

2.1 Introduction

The development of a laser requires a medium that will amplify electromagnetic radiation

given some spontaneous emission input. When this gain medium is placed inside a confin-

ing cavity that provides optical feedback, lasing action will occur. Optical transitions in a

QCL take place between subbands in a multiple quantum well (MQW) structure designed

to establish a population inversion between the subbands. In parallel to atomic transitions,

spontaneous and stimulated transition rates can be calculated to provide an estimate of the

gain. This is discussed is Section 2.2 and 2.3. The calculation of cavity loss due to free

carrier absorption in the waveguide walls is described in Section 2.4. A brief review of the

Drude model for free carrier absorption and optical confinement is provided in Section 2.5.

The emission efficiency of the structure is determined by the ratio of the radiative transi-

tion rate to the non-radiative transition rate. In a mid-infrared quantum cascade laser, the

primary non-radiative relaxation mechanism is scattering due to longitudinal-optical (LO)

phonons. The calculation of LO-phonon scattering rates is treated in Section 3.3.2.



2.2 Intersubband radiative transitions

The optical gain for a QCL is provided by stimulated emission from electron transitions

between subbands in the MQW structure. The following section calculates the spontaneous

and stimulated transition rates used to find the bulk gain of our structure. The treatment is

standard, and is based on that in Yariv[20] and Smet[21, 22].

Transitions between conduction subbands in quantum wells occur at a rate given by

Fermi's golden rule:

Wi. = i (f, nlq, IH'l i, mq,,)2 (Ef(kf) - Ei(ki) ± hwq), (2.1)

where

H' = eA-p (2.2)
m*

is the interaction Hamiltonian. The initial and final states Ii, nq,,) and If, mq,,) are product

states of the electron conduction band eigenstates i, f and the photon eigenstates with n

and m photons in each mode given by the photon wavevector q at frequency wq, and the

polarization state described by a = 1, 2. We take m* to be the effective mass of the well

material, ignoring the barrier material, as the electron spends the majority of its time there.

We also neglect for the moment the effects of nonparabolicity of the band structure, as

this will modify the oscillator strengths and selection rules. More complete expressions

including the spatial dependence of the effective mass and nonparabolicity are discussed in

Section 3.2.4.

The Lorentz-gauge vector potential A can be written in term of the raising and lowering

operators aq, and aq,a :

A = h qeir + -iq (2.3)S2EWqv I I

In this expression, E is the permittivity, V is the volume of the cavity, and eq,, is the

polarization vector. Application of the raising and lower operators yield this expression for



the matrix element:

I(H_-f) 21C  = mq," mq,a-1,nq,, i(f  p eq, ' ) 2

+(mq,, + 1)6mq,,+1,nq,, (f le-iq.r eq,"P i) 2 , (2.4)

e2h
C = (2.5)

2m*2EwqV

The first term corresponds to absorption of a photon, and the second term emission. The

terms proportional to the number of photons in the mode mq,, correspond to stimulated

processes, whereas the field independent term corresponds to spontaneous emission noise.

Multi-photon processes are not included in the linear model of the Fermi golden rule, and

will not appear unless higher order terms in the interaction Hamiltonian are included.

The initial and final electron states can be projected onto real space and written as

the product of a transverse and longitudinal envelope function and the cell periodic Bloch

function.

1 ik r
(rli) = 1eik i "r i (ki,±, z)Uo(r) (2.6)

(rlf) = eikf,± r_ Vf(kf,_, z)Uo(r), (2.7)

where Sy is the in-plane area. The longitudinal envelope functions yi (ki,±, z) and Of (kf,±, z)

are calculated from the ID Schrodinger wave equation as described in Section 3.2.2.

Since we are considering mid-infrared radiation (A e 10 pm), and r is on the order of

the quantum well width (100 A), we can adopt the electric dipole convention eiq 'r 1. We

obtain

(f e ' Pl i) (f Iq,'- pl i), (2.8)

= [eq, ki,l] .- fdr ei(k, -kf,±)r dz f (kf,±, z)4'i(ki,±, z)

-_ dr ei(k ± -k , )r  dz ((kl, z) I, z)), (2.9)

= [eq,,, - ]kf,_,ki,. (Of Pz i) (2.10)



Note that in the previous expression, the cell periodic part Uo(r) was dropped from the

integration, as it is orthonomal over a unit cell. The first term of (2.9) vanishes due to the

orthonormality of the envelope functions. This is the well known intersubband selection

rule: only transitions with the E field polarized along the growth axis z are permitted. Note

that in the presence of band nonparabolicity, this selection rule is relaxed due to mixing

with the valence band. This is discussed in Section 3.2.4. The delta function in (2.10)

ensures conservation of in-plane momentum over a transition.

Equation (2.10) is more commonly written in terms of the dipole interaction er - E.

We can rewrite the matrix elements by making use of the commutation relation for the

unperturbed Hamiltonian Ho

[H, z] = (2.11)

We then obtain

(f Ip I i) = ± (Ef - Ei) (f I zlI 0i). (2.12)

where the integral (of zI i) is the dipole matrix element zif. Inserting this matrix ele-

ment into (2.5) and (2.1) give the following spontaneous and stimulated transition rates:

Wi(SP) 7re2Wq

i-f/mode = l q. 121z 12f6( - Ei - hWq), (2.13)

W (st) 7re2Wq -

-4f/mode = V ]e,a - i 2 Izi-f 2 6(E -Ei - hwq)m,,,, (2.14)

where the delta functions conserving in-plane momentum and photon number have been

dropped to simplify notation. To obtain the total spontaneous emission rate, we must sum

(2.13) over all of the photon modes and polarizations in the cavity. The number of electro-

magnetic modes in a differential volume d3q in q space is

d3q _ q2dq sinOdOdqV (2.15)
p(q)d3q = 8r 2/V 87r3

provided the cavity dimensions are much larger than the wavelength.

If we choose the polarization direction such that 6q,,=1 lies in the plane defined by 2

and q, |eq,=2 . Z12 = 0 and Iq,,=1 *[ 12 = sin2 0. One need only sum over one set of



polarizations. We obtain

W. = e o2 o 2rW 3 sin 3 06(E - E + hwq)dhwd0do

2 3 2 2
= Iz f 2 = fi f ,  (2.16)

37reohc3 67rm*EOCc 3

where n is the index of refraction at the frequency wo = (Ei - Ef)/h, and c is the speed

of light in a vacuum. As shown above, the spontaneous emission rate can be expressed in

terms of the dipole matrix element, or the scaled oscillator strength

= m* = 2m*(E- Ei)zi (2.17)2

mo fi-+ ii2

This scaled oscillator strength fi'f is a dimensionless quantity defined as the ratio of the

quantum radiative transition rate to three times the radiative rate of a classical dipole oscil-

lating at the same frequency. Since it is proportional to the gain, it is convenient to use it

to measure the strength of a transition. We can use the commutation rules [z, pz] = ih and

im* [z, H] = hpz to obtain the Thomas-Reiche-Kuhn sum rule:

fif = 1. (2.18)

Note that these commutation relations strictly hold only in the case of a single effective

mass m*, rather than a spatially dependent one. Modifications to this sum rule due to a

spatially dependent effective mass and nonparabolicity are discussed in Sirtori et al. [23].

The expression (2.16) gives the spontaneous emission rate for an intersubband tran-

sition taking place in a three dimensional cavity. Transitions occurring in a waveguide

microcavity will see a different wavevector mode distribution and will consequently have

a higher transition rate[24, 21]. However, for our design, the wavelength of the radiation in

the semiconductor is AGaAs - 3 pm, about the same as the thickness of the active region, so

any reductions in r P ) will be modest. We use the 3D mode density in our gain calculations

to find an upper bound on the radiative lifetime.

The stimulated emission rate can be found by using the single mode transition rate



(2.14) to examine the interaction of the dipole with a monochromatic incident wave at

frequency v, mode e. Since each energy level has a certain finite width due to its finite

lifetime, it is useful to introduce a normalized lineshape function g(v) for the transition. A

homogeneously broadened transition will have the Lorentzian lineshape

g(V) = (/(2.19)
(V - Vo0)

2 + (Av/2)2 '

where Av = (rT 2 )- 1 is the full-width half maximum linewidth of the transition centered

about vo. T2 is the total phase breaking time given by

Tz = E 7i- 1,  (2.20)
i

where ri are the characteristic times of all collisions and transitions that interrupt the co-

herent atom-field interaction.

The stimulated emission rate is given by

W(st) r 1  g(), (2.21)i-+f - 87rhvn2

where we have substituted in the incident wave intensity in the mode

cmehve
I, = h (2.22)nV

with me photons in the mode of frequency e. The interaction of the incident field with the

atom-like dipoles is described by the parameter

31z- 1 2
77 = . (2.23)

As long as the incident radiation is - polarized, as is the case for intersubband spontaneous

noise input, 7/ = 3 for intersubband stimulated transitions. This is because all of the MQW

"dipoles" are oriented in the same direction and not randomly oriented as in atomic media.



2.3 Fundamental laser theory

2.3.1 Optical gain

We will now use the expressions for spontaneous and stimulated emission derived above

to consider the optical gain in our laser medium. All lasers are based around a two-level

system, with other levels present only to create the desired population conditions on the

principal levels at energies Ex and E2. In the presence of a field at frequency v, there will

be N2W21 induced transitions from 2 -+ 1, and N1 W 12 induced transitions from 1 -+ 2.

This leads to an induced power of

Power
Volume = [N2W21 - NiW12]hv, (2.24)

Volume

where W(t) = W(st) is proportional to the field intensity I, as seen in (2.21). If N2 > N1 ,

the induced power will be added to the inducing wave ,, so that it will grow as it propagates

according to
dI

d = Y(u)V,,. (2.25)
dz

We can insert the stimulated transition rate (2.21) into (2.24) to obtain the gain for

intersubband transitions. The small signal bulk gain per unit length for a transition with a

population inversion per unit volume AN is

ANe2 v 0 Izi+f 12
7 (u) = 2g(u), (2.26)

hcnco
ANe2 f_ f= m 2 f f g(v). (2.27)

4m*cnEo

The population inversion density is commonly expressed in terms of AN = AN (2D)/a m od,

where AN(2D) is the two-dimensional population inversion density, and amod is the length

of a module. Neglecting nonparabolicity, both the initial and final subbands have the same

density of states, thus we can neglect differences in level degeneracy.



2.3.2 Optical loss

Radiation losses in a laser cavity can be separated into cavity losses ac occurring along the

propagation length, and facet losses af occurring from imperfect reflection at the ends of

the laser. In a quantum cascade laser, the primary contribution to cavity loss is from free

carrier absorption in the doped contact layers. This loss results from an electron absorb-

ing making an upward intraband transition due to absorption of a photon, and absorption

or emission of a phonon. In this study, we largely neglect the quantum aspects of the

problem, and approximate the effects of free carriers using the Drude model, as discussed

in Section 2.5. The overall cavity loss of any given waveguide is simulated using a one-

dimensional slab waveguide model with complex permittivities determined by the Drude

model, and is discussed below in Section 2.4.

We can neglect absorption due to phonon interactions, as our frequency of interest is

much higher than the optical phonon resonance. Free carriers are present in the active

region as well as the doped contacts, although we neglect their contribution to the loss.

There are several reasons for this. First, the overall doping level in the wells ( 1.5 x

1011 cm - 2 over 500 A, corresponding to a 3D density of 3 x 1016 cm - 3 ) is quite low

compared to that in the bulk cladding. Second, the wells are modulation doped, with most

of the carriers residing far from the fast scattering doped impurities. Third, the carriers are

confined in two-dimensional subbands, perpendicular to the direction of the z polarized

field. They are no longer free carriers in the z direction and cannot interact very strongly

with a z-polarized electric field.

2.3.3 Threshold conditions

In order to obtain lasing, peak gain must exceed total losses. The threshold condition for

lasing is achieved when the wave reproduces itself after one round trip. That is, for a cavity

mode £ to sustain oscillation, the round trip phase delay must be a multiple of 27r, and the

gain at that mode frequency ve must satisfy

R1R2=2(f(vj) - a c )L = 1, (2.28)



where at is the cavity loss, L is the cavity length, and R 1 and R 2 are the facet reflectivities.

If the facet loss is prorated per unit length as af = - ln(R 1R 2)/2L then the threshold

small-signal gain can be written as

7th = ac + af = a. (2.29)

One can use this value for the gain to calculate the threshold value for the population

inversion ANth.

For a homogeneously broadened transition, the laser will oscillate at only one mode £,

the mode that has the highest y(ve) - a, with a frequency [20]

v ve - (v - Vo) , (2.30)

where Av is the FWHM gain linewidth, and Av 1/2 is the FWHM of the resonator cavity:

1 _ c(1 - RR 2) (2.31)
A v/2 (2. 21nL )

In this expression, Tp is the photon lifetime, i. e. the time it takes a photon to leak out of the

cavity. If the cavity modes are spaced sufficiently close together, the gain at the oscillation

frequency can be considered equal to the peak bulk gain -y(ve) = y(vo).

2.3.4 Gain saturation

When the lasing threshold is reached, the intensity of the field will rapidly increase, clamp-

ing the upper state population just below threshold. The basic dynamics of this laser behav-

ior can be analyzed by using a simple rate equation approach common in the literature[25,

26]. While this approach lacks the phase information present in a density matrix approach,

it is useful for observing qualitative laser behavior above and below the threshold. We

write a pair of coupled rate equations for the population of the upper state N2, and the

photon number m in the lasing mode. The depopulation of the lower level is assumed to be



sufficiently fast so that N1 , 0. We obtain

dm m
dt = KN 2(m + 1) -
dt

dN2  N 2d = Rp - KN 2m - - (2.32)
dt 72

where R, is the pump rate, 72 is the upper state lifetime due to nonradiative transitions, and

7p is the photon lifetime. K is the stimulated transition rate per incident photon given by

K = W(st)/m = nrW2s) /p.  (2.33)

where ri = 3 is defined in (2.23), and p is the number of cavity modes. The assumption

has been made in writing (2.33), that spontaneous emission rate is essentially the same to

each mode. While this is not strictly true, it leads to qualitatively correct results for the

following calculations.

We can examine the steady state solutions to (2.32) to examine the behavior above and

below the threshold[25].

N2  N2m (2.34)
(pK)-1 - N 2  N2,th - N 2 ' (2.34)

N 2  1 = p72 X . (2.35)
7-12  + Km 1 + (72/7 21)

- 1 x (m/p)

Below the threshold, we see that the number of photons m in the mode remains small until

N2 attains a significant fraction of the threshold value. Also, for r2 < 72(P , which is the

case for our QCL as well as many other lasers, we see that N2 essentially varies linearly

with the pump power Rp.

We can rearrange the steady state solutions to shed light on the above threshold case:

m m
N2 = (7pK)- 1 x - = N2,th X + 1' (2.36)

m+l m+l

R, - N2 /2 _72 N2,th 1]m r - (2.37)
KN 2  P) N2

where r is a normalized pumping rate r -- Rp/Rp,th. After the lasing threshold is reached,



the population inversion is "locked" just below its threshold value. The photon number m

is on the order of p, which is much larger than its value below the threshold. Any additional

pumping power goes into increasing the stimulated emission rate, resulting in a constant

N 2 and an optical power that increases proportionally.

2.4 Cavity loss - slab waveguide

To achieve lasing, an appropriate waveguide must be designed to confine the radiation

and provide optical feedback. The design of a waveguide structure should maximize the

quantity (y - a), where y = IYbulk is the modal gain, and the total a is given by the sum

of the cavity loss a, and the facet loss af. The facet loss can be minimized by making

the cavity long. The cavity loss is principally determined by free carrier absorption in the

contact and cladding layers.

To design a structure that maximizes confinement and minimizes cavity loss, a one-

dimensional slab waveguide with N + 2 layers was solved. The general form of the prob-

lem is of a layered dielectric medium with infinite transverse extent carrying the optical

wave. The effect of free carriers in each layer was taken into account by using complex

permittivities given by the Drude model (discussed in Section 2.5). For our mid-infrared

laser design, the wavelength in the semiconductor (- 3 pm) is somewhat smaller than the

width of a typical bar structure (,- 10 4 m). Thus it is reasonable to use a slab waveguide for

calculations. Lateral optical confinement is provided by oxide or air dielectric confinement

from the mesa edge. With no free carriers, the lateral confinement should be minimally

lossy and the large refractive index difference between GaAs and air (or oxide) should pro-

vide good confinement. Due to the dipole selection rule for intersubband transitions, all

emitted radiation will be polarized with the E field along the growth direction, thus only

TM modes are expected to be excited.

The waveguide geometry is shown in Fig. 2-1, with the propagation along Y, and infinite

extent in the x direction. This coordinate system is different than that typically used in

electromagnetic texts, where the direction of propagation is along 2. This particular set of

coordinates is chosen to be consistent with the convention that the MBE growth direction
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Figure 2-1: Geometry of N + 2 layer slab waveguide.

is along z. The lowest layer, known as the substrate, and the uppermost layer, known as

the cover, sandwich N layers. The power loss for each guided mode is given by 2Im{f},

where 0 is the complex propagation constant of the mode. The derivation that follows is

quite general, but the formalism relating to the multi-layer treatment has been borrowed

from Kogelnik[27].

2.4.1 Fundamental equations

The electric field in the waveguide has the following harmonic form:

E(t) = E exp(-iwt) + E* exp(iwt), (2.38)

where E = E(x, y, z) is the complex amplitude of the field. The boundary conditions

require the x and y components of E and H to be continuous at each layer interface.

For TM modes of the waveguide, it is most convenient to work with the H-field, which

is non-zero only in the x direction. The mode is given by the field solution:

H(x, y, z) = ^Hx,,(z) exp(iofy), (2.39)

where v is the mode index, and 0, is the propagation constant of the mode. For simplicity,

we will generally omit the mode index v in future equations. This solution must satisfy the



wave equation for H,
8 2 H = (02 - OEW2)Hx. (2.40)

There are several types of solutions to this waveguide equation, analogous to the so-

lutions of SchrSdinger's equation in quantum mechanics. We are most interested in the

guided (bound) modes, where the energy is concentrated inside the core waveguide ma-

terial. There are also radiation (unbound) modes, where the energy is spread throughout

space. These modes are generally not relevant for our waveguiding, as there is very little

confinement in the gain medium. The exception is for slightly leaky modes, where only a

small fraction of the radiation escapes, corresponding to an additional loss term. Ideally

this leakage can be made negligibly small.

2.4.2 Multilayer waveguide

To treat the case of multilayer stacks, it is convenient to use a characteristic matrix for-

malism for each layer[27]. The stack is composed of N layers sandwiched between the

substrate and cover, with indices of i = 1 to N beginning from the substrate. Each layer

has thickness hi and permittivity ei (index ni). We define two field variables U and V by

U = Hz , V = wEoE. (2.41)

These field variables correspond to the quantities which are continuous at layer boundaries.

The general solution in each layer that obeys the transverse wave equation (2.40) are given

by

U = A exp(iz) + B exp(-iz) (2.42)

V = -(,/n 2)[A exp(iKz) - B exp(-iz)],

where K is the transverse wavenumber given by

K2 = /0oEW - 12. (2.43)



The constants A and B can be replaced by the input values of U and V at each layer. This

gives

A = (Uo - Vo(n 2/ )) (2.44)

B = (Uo + Vo(n/ ))

The evolution of the fields through the ith layer can be described by the matrix equation

Ui Mi (2.45)
Vi-1 Vi

where Mi is the characteristic matrix of the layer. This equation relates the input quantities

Ui-1 and Vi-1 at the start of the layer with the output quantities U and Vi at the interface

with layer i + 1. The characteristic matrix for each layer is given by

cos(rihi) i(n?/ri) sin(rihi)
Mi = (2.46)

i(ri/n?) sin(rihi) cos(rihi)

The individual matrices for each layer can be multiplied together to form a characteristic

matrix M for the entire stack. This relates the input variables Uo, Vo at the substrate to the

output variables UN, VN at the cover. This is written as

= Ml M2 -Ms ... MN = M (2.47)
Vo V V )

Applying the appropriate boundary conditions to the characteristic matrix of the stack

yields a dispersion relation which can be solved to find the field solution for a multilayer

waveguide. For a guided mode, the field decays exponentially away from the core in the

substrate and cover layers. This is expressed by writing the fields in each layer as

U = Ai exp(yi(z - zi)) + Bi exp(-yi(z - zi)) (2.48)

S= (iTi/n)[Ai exp(yi(z - zi)) - Bi exp(-7i(z - zi))],

where the zi is the z coordinate at the start of each layer. This form of the fields uses the

decay constant 72 = 2. Using these variables, the decaying boundary conditions are



expressed as

Uo = A, , Vo = i,/n2 ; UN = Bc , VN = -iyc/n , (2.49)

where the -, and 'Yc are the decay constants in the substrate and the cover respectively.

Inserting these variables into (2.47) yields the dispersion relation

i(Mll,%/n 2 + M227/n = 21 - ( 87yc/n n )M12. (2.50)

The solutions of this transcendental equation correspond to the guided modes of the waveg-

uide. For a given value of the propagation constant /, one can use the characteristic matri-

ces to find the field pattern that corresponds to each mode. For lossless guides, 3 is real.

For guides with loss, leakage, or gain, the propagation constant is complex given by

0= o' + iP". (2.51)

The case 3" > 0 corresponds to loss, and /" < 0 to gain. The power loss of the waveguide

cavity is given by

ac = 2/", (2.52)

indicating that the optical power in the waveguide decays with propagation along y as

exp(-acy).

2.4.3 Implementation

The above method was implemented in MATLAB to find the loss and field patterns for

various waveguide designs. Solving the transcendental equation (2.50) for a complex root

3 is a non-trivial task. We used a globally convergent Newton-Raphson method for solving

nonlinear sets of equations[28]. While this method is generally successful at finding some

solution, a good initial guess is necessary to ensure that the correct root corresponding to

the mode of interest is found. For the lower order modes, the loss is expected to add only

a small perturbation to the guide. Thus, to obtain an estimate for /3, we treat the imaginary



components of the permittivities E' as perturbations to the real unperturbed system defined

by the real parts E [29]. First, we find the exact solution to the unperturbed problem using

the bisection method to find the real root 0(0). Second, the variational method is used to

obtain the imaginary part of 0[30]. If the unperturbed field pattern is used as the variational

wavefunction, we obtain
N

02 +i(0)2 2oq'Fi, (2.53)
i=1

where Pi is the optical confinement factor in each layer. This value is used as the initial

guess for 3 in the Newton-Raphson complex root solver. For most cases, this initial guess

is close enough to the root of interest that the complex root solver is well behaved and

quickly finds the root. When it fails, it may be necessary work "by hand," that is, start with

a guide with a known solution and gradually change the parameters, constantly substituting

the previous solution as the initial guess. Such an incremental process is helpful with the

more difficult cases.

2.4.4 Calculation results

Once the complex root 3 is known, the mode solution can be found. In the majority of

cases, we are only interested in finding the TMo mode, as higher order modes tend to be

much lossier. The loss is given by the complex part of f according to (2.52). Once the field

solution is obtained, the loss can be separated into components due to the upper and lower

layers. This is done by taking the ratio of the power flow out of the active region interface

to the total forward power flow through the active region:

(Sz(zt,)) (2.54)
factive (Sy(z)) dz'

where (S) = (1/2)Re{S} is the time average of the complex Poynting vector S, and zt

and z, are the location of the upper and lower interfaces. This method can be used to

separate the loss due to each cladding layer. The field solutions are also useful for finding

the confinement factor F, which indicates the fraction of the mode power that couples with

the gain medium. Traditionally, the confinement factor is the ratio of the electromagnetic



energy present in the gain medium to the total energy. However, we define our confinement

factor to reflect the fact that our MQW gain medium will only couple with z polarized light:

r = factivEz 2dz (2.55)
f-.j IE2dz

The modal gain is given by 7 = F7bulk. Hence, the goal for designing a waveguide structure

consists of maximizing the quantity r7bulk - a. The actual design of waveguide structures

suitable for quantum cascade lasers is discussed in Section 3.4.

2.5 Drude model

The Drude theory for conductivity is used to obtain the complex permittivities of the semi-

conductor and metal layers in the waveguide calculation. This theory assumes each inde-

pendent electron moves with some momentum relaxation time 7. This can lead to a good

model of the AC conductivity of a plasma where J(r, w) = a(w)E(r, w), provided the

wavelength of light A is longer than the electron mean free path. This assumption doesn't

always hold true in high purity, low temperature metals; in these cases a nonlocal theory

of conductivity must be used. The other major deviation from the Drude model appears

in the frequency dependence of 7. Acoustic and optical phonon scattering mechanisms

have separate frequency dependences, as does impurity scattering. Our photon energies

(hw = 120 meV) are much lower than the bandgap (EG = 1.423 meV), so no interband

absorption occurs. Jensen considered the quantum contributions to the optical properties of

polar semiconductors such as GaAs, and concluded that the Drude theory can be extended

from DC to the near infrared merely by using a frequency dependent electron scattering

rate chosen to replicate the quantum result when used in classical Drude theory[31]. In

the far infrared limit this scattering rate reduces to a frequency independent constant that

corresponds to the DC mobility. Jensen's calculations show that scattering is even slightly

reduced as frequency increases in the mid-infrared, meaning that use of the DC mobility r

slightly overstates the loss.

The Drude model, described in numerous texts[32], predicts a frequency dependent
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Figure 2-2: Plasma frequency for bulk GaAs as a function of free carrier density n using
c(A = 10 pm) = 10.710 o. Note that our QCL is designed to operate at approximately
30 THz (A - 10 prn).

conductivity
ne2T

a(w) = m*(1 iT)' (2.56)
m*(1 - iwr)

when an electron is placed in a driving field E(t) = Re(E(w)e-iwt). In this formula, n

is the free carrier density, m* the effective carrier mass, and e is the carrier charge. If the

frequency dependent permittivity e(w) = Ecore + iz is used, we obtain

e(w) = Ecore 1 - 2 +  )) (2.57)
1 + (wT)2  w(1 + (wr)2 )

where core is the core permittivity excluding free carrier contributions, and

w2 = ne2/m core (2.58)

defines the plasma frequency for the material. The dependence of the plasma frequency on

the free carrier density (doping) is shown in Fig. 2-2.

The buffer layers, which serve as contacts and waveguide layers, contain the majority

of the doping in our structure. For n-type, Si doping, bulk GaAs cannot be generally doped

higher than 5 x 1018 cm-3 [33]. We observe that wp < w for all possible ND in the

frequency range of our interest (A , 10 pm). For these doping levels, the DC drift mobility

of electrons in GaAs is at least 2500 cm2N/V s, corresponding to a Drude scattering time of

40
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Figure 2-3: Complex refractive index N = VE = n + ik versus wavelength for three
free carrier densities. The calculation was performed using a momentum relaxation time
of-r = 0.1 ps and a permittivity e(A = 10 /m) = 10.71e0

7 = 0.1 ps at 300 K[34]. The scattering rate decreases with reduced doping and at lower

temperatures, but we use the value T = 0.1 ps in our calculations as a worst case. For our

lasing wavelength A - 10 pim (f - 30 THz), and typical buffer doping ND = 1018 cm- 3 ,

we can examine (2.57) in the limit 1 < w7p < wr. In this region, we have

EEcore + i 7. (2.59)

The effect of the free carriers on the complex refractive index is shown in Fig. 2-3. The

complex refractive index is given by N = / = n + ik, where n is the real refractive

index and k is the extinction coefficient. The reduction of the refractive index in the vicinity

of the plasma frequency can be exploited to provide optical confinement by using doped

cladding layers.

This will give us a bulk free carrier loss of

W2 1 e2A 2
afec = -= 4 (2.60)

W2 CT 47 2m*C 3 o7

This bulk free carrier loss is plotted in Fig. 2-4 for several doping densities. The free carrier

loss increases sharply as the radiation frequency moves to below the plasma frequency, after

which it levels out. For our design wavelength of A - 10 pm, the loss is in the A2 region



X (m)

Figure 2-4: Free carrier loss in GaAs calculated with Drude model using a momentum
relaxation time of7 = 0.1 ps and a permittivity of E(A = 10 Mm) = 10.71 0

for all possibly bulk dopings. This plot is shown to merely give an approximate view of the

loss above and below the plasma frequency. In practice, the wavelength dependence of the

various scattering mechanisms will change the w- 2 dependence of the loss.

The optical effects of a plasma can be used for optical confinement in a waveguide.

Below the plasma frequency w,, Re{c} < 0 and carriers screen the field, and the light wave

cannot propagate. This is the case for reflection from a metal, where plasma frequencies

are typically in the ultraviolet. A heavily doped semiconductor may also have a plasma

frequency high enough to provide this effect for far-infrared radiation. Above the plasma

frequency, the real part of the permittivity is reduced by the factor 1 - w /w 2 by free

carrier effects, and the material can provide quasi-dielectric confinement. At very high

frequencies, one is driving the electron gas faster than it can respond, and free carrier

contributions to optical properties diminish, hence the w- 2 dependence of the loss.

2.6 Non-radiative relaxation (LO-phonon scattering)

Longitudinal-optical phonon scattering is the principal non-radiative relaxation mechanism

in a QCL, as described below in Section 3.3.2. It is possible to engineer the subbands

to achieve a population inversion by exploiting LO-phonon scattering. The formalism

used below to describe this scattering is borrowed from Smet[21, 22]. In the deriva-



tion, the phonon spectrum is taken as the equilibrium bulk spectrum, with modifications

due to the heterostructure ignored. Effects of confined phonons and interface phonons

in GaAs/AlGaAs quantum wells have been studied using macroscopic slab models [35].

These results compare favorably with a fully microscopic treatment of LO-phonon scatter-

ing in a 56 A GaAs/A1As quantum well performed by Riicker et al. [36]. They found that

the LO-phonon emission rates were between the bulk rates for the well and barrier materi-

als, tending towards the bulk values of GaAs and AlAs for the limiting cases of wide wells

and narrow wells respectively. In our calculations we merely use bulk phonon modes for

GaAs, which provides a reasonable estimate for the scattering times. Electron screening is

neglected, although an account is given by Smet in Ref. [21] The optical phonon branch is

taken as dispersionless at the frequency WLO. The scattering rate for an electron initially in

state Ii, ki) (subband i, in-plane wavevector ki) to the state If, k ) through an interaction

potential H' is evaluated using Fermi's golden rule

Wi+f(k, kf) = (f, k( H'I i, ki12 6(E(kf) - E (ki) + hwLo). (2.61)

The envelope wavefunctions Ob(z) for each subband are obtained using SEQUAL as de-

scribed in Section 3.2.2. The electron-phonon interaction Hamiltonian takes the form of

H' = [a(q) (eiq'rb + e-iq'rb)] , (2.62)
q

where ac(q) is the electron-phonon interaction and bq and bt are the creation and anniliha-

tion operators for a phonon in mode q. The Fr6hlich interaction strength for electron-polar-

optical-phonon scattering is given by

1 e\
a(q)12 = 27rhwLe 2 (2.63)

q f00  60

where co and c, are the static and high frequency permittivities. The screening effects of

other electrons are taken into account through q,, the inverse of the 3D screening length.

The q- 2 dependence of this term results in reduced scattering rates for large in-plane mo-

mentum transfers, corresponding to scattering between subbands with a large energy sepa-



ration.

The matrix element is given by

(f,kf IjH i,ki )1 2  27re2hwLO ( - 1 1 12Af(qz)12

X 6 ki,kf=qji (WLo + 1/2 T 1/2), (2.64)

where q 1 and qz are the components of the phonon wavevector that are perpendicular

(in-plane) and parallel to the growth axis (i) respectively, nLO is the Bose-Einstein distri-

bution, and the upper and lower signs correspond to the phonon absorption and emission

respectively. The delta function ensures in-plane momentum conservation, and the form

factor

Ai-+f (qz) = dz}(z) V(z)e±q zz (2.65)

is related to the qz momentum uncertainty due to the spatially localized envelope wave-

functions bi(z) and $(z).

This expression can then be integrated over the phonon modes q and final states kf to

yield the scattering rate from an initial wavevector W(ki). Assuming parabolic subband

dispersion, the final states lie on a circle with radius kf determined by conservation of

energy.

2 2m*(Ef(O) - Ei(O) = hwLo)
f = ki + 2 (2.66)

After summation over the phonon modes q, the expression (2.61) can be integrated over

these final states kf to yield the total scattering rate from an initial wavevector:

wabs  m*e2LO 1 1\ f 2ir
_() = 2h 2  (1- [ ] oo C n-

S(k) *e2WL (1 - f [E(k)]) - )o (nWLo + 1) dO Bi-(q±),

(2.67)

where Bi,f is given by

B_ = dz dz') (z)' i(z) (z') 4 (z') -e-qlz-z I (2.68)



The effects of state blocking are taken into account in (2.67) using the Fermi function

f[Ef (kf)] at the final energy. The angle 0 is the angle between the in-plane wavevectors

ki and kf. Energy conservation and the in-plane momentum conservation rule allows us to

write the phonon wavevector q± in terms of ki and kf:

q = ki - kf 12 = k2 + k2 - 2kikf cos 0. (2.69)

The total scattering time between subbands Ti f can then be obtained by averaging

over all possible initial states in the subband:

1if (2/L) d2k fi [Ei (ki)] Wif (ki), (2.70)
7_-+f (27r/L) 2

where fi[Ei(ki)] is the Fermi function at the initial energy. Non-equilibrium subband dis-

tributions can be dealt with by assigning different quasi-Fermi levels and electron temper-

atures for the initial and final Fermi distributions. For most of our intersubband scattering

calculations, the final states were assumed to be empty due to population inversion, thus

state blocking was not an issue. Intrasubband scattering times can also be calculated using

this formalism, simply by setting i = f, i(z) = of(z), etc.
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Chapter 3

Design

3.1 Introduction

The design for the quantum cascade laser can be divided into two parts: the design of the

multiple quantum well (MQW) structure that makes up the gain medium, and the design of

the electromagnetic cladding used to form an optical cavity necessary for the achievement

of a laser.

The design of the quantum well structure involves choosing the thickness of the epitaxal

layers and their material composition in terms of the molar Al fraction. The simplest struc-

ture to grow is a binary system, where the wells are composed of GaAs, and the barriers

are made up of AlGal- As. The barrier height is determined by x, the molar fraction of

aluminum. One advantage of the GaAs/AlGaAs system is that GaAs is lattice matched to

AlGa-1 As for all values of x. This adds an extra degree of flexibility when designing a

QCL structure. One can vary the well depths or barrier heights, or even use analog grading

of the conduction band edge to optimize efficiency. However, utilizing this added flexi-

bility places additional demands on the MBE growth process. Growing analog structures

requires precision temperature control of the Al cells, while using multiple well depths

requires multiple Ga or Al cells. Due to the nature of available growth facilities, and a

desire to keep the growth process as simple as possible, we used a digital design based on

GaAs/Alo0. 4Ga0.6As quantum wells.

The choice of x = 0.4 is chosen to maximize the barrier height of the quantum wells.



At approximately x = 0.45, the F point energy moves above the X-point energy, and

AlxGal_-As ceases to be a direct bandgap material. We stay well below this crossover

point to avoid the fast F - X scattering that can take place. At the Al concentration x = 0.4,

the barrier height is AEc = 324 meV, assuming that 65% of the bandgap difference appears

in the conduction band.

3.2 SEQUAL

The primary tool used to design the MQW gain structure is a program called SEQUAL.

SEQUAL (Semiconductor Electrostatics by QUantum AnaLysis) is a device simulation

program obtained from Purdue University that computes the transport characteristics for a

given one-dimensional quantum device. We used this program to iteratively solve Schrii-

dinger's equation and Poission's equation for a series of heterostructures under bias to

obtain a self-consistent solution for the electrostatic potential and space charge. SEQUAL

first solves Schridinger's equation for the MQW system to determine the quasi-bound and

bound states, and then populates them with electrons according to some specified distribu-

tion. Poisson's equation is then solved for the resulting space charge, which yields mod-

ifications to the original electrostatic potential. The shape of the potential wells is conse-

quently changed, and Schrodinger's equation is re-solved with this new potential profile.

This process is repeated until the solution converges.

3.2.1 Theoretical formulation and propagating states

SEQUAL makes several simplifying assumptions for its calculations. Electrons are as-

sumed to be majority carriers, and the effects of holes are ignored. In each material layer,

the band structure is described by an effective mass, which is assumed to change abruptly

at each material interface. However, this is not strictly true, as SEQUAL was recently

modified to take into account the effects of nonparabolicity in the band structure. This

perturbation is discussed in Section 3.2.4. Except for the self consistent potential, electron-

electron interactions are neglected. Transport is assumed to be ballistic. The effects of

scattering on the electron populations must be calculated externally via rate equations and



inserted into SEQUAL.

The device to be simulated in SEQUAL is input in terms of material layers in the lon-

gitudinal direction z. For each layer we specify the conduction band edge Ec(z) (including

bias), effective mass m*(z), dielectric constant E(z), and doping profile ND(z). As de-

scribed in the SEQUAL manual, the analysis proceeds as follows[37]. Contacts at either

end inject electrons into the device with a spectrum of wavenumbers k. Some electrons are

transmitted through the device potential profile Ec, and the remainder are reflected back

to the contact. Electrons populate the entire continuum of these "propagating states," al-

though not with equal probability. The presence of quantum wells results in the appearance

of wavefunction resonances at certain energies, where transmission through the structure

approached unity. These are known as "quasi-bound states," and a substantial number of

electrons can resonantly accumulate in each level before being transmitted through the

device. Since scattering is forbidden, states below the band edge of the contact are inacces-

sible to electrons.

These propagating states of electrons are quantum mechanically described by the time-

independent Schridinger-like effective mass equation for an envelope function k(Z):

c m*2k(Z)) + 2mE1- _ ) - Ec (z) ok(z) = 0 (3.1)
z m*(z) -z m*(z)

where Ez is the longitudinal electron energy, and

h2

E, = 2m(k + k) (3.2)
2m*C

is the transverse electron energy. This form of Schridinger's equation accounts for spatial

variation of the effective mass m* (z) with respect to the effective mass of the contact m .

SEQUAL can solve for an arbitrary potential profile by subdividing the device into

small nodes over which the potential is roughly constant and well described by its average

value. Inside each region of constant potential, the solution is given by some superposition

of plane waves. To preserve charge and current continuity, the solution requires that 'Ck(Z)

and m ) 9 Pk(z) be continuous at each node junction.

The electron density in the device due to propagating states is given by sum of the



contribution from each contact

n(z) = ntl+r(z) + nrIt(z). (3.3)

Without scattering, the two contributions can be accounted for separately. The electron

densities are obtained by integrating the magnitude squared of the wavefunction over all k:

nl-+r (z) = /r 1atr (kz) (3.4)(Z) o 27r

r- = j-+1 2 or (3.5)n Z o 27I (

where the factors a(kz) represent the integration over transverse wavevectors k, and k:

mkT th2k2
a1 (kz) = 2 In 1 + exp[(E- Ec(0) - __z)/kBT] (3.6)

m kT t2k2
r-(kz) = 2 In m 1[+ ex p [(E - E(N) - h2 z)/k T] (3.7)

EF is the Fermi level in each injecting contact, Ec(0) and E,(N) are the conduction band

edge energies at each contact, and T is the temperature. It is assumed in this derivation that

the wavefunction is approximately constant in the transverse directions and can therefore

be pulled out of the integral. SEQUAL can also use a similar expression to (3.5) to compute

the current in the ballistic case. However, for our structure, scattering cannot be neglected

in current calculations and we do not use SEQUAL's results for the current density.

It is also useful to examine the transmission coefficients in each direction. These are

proportional to the squared-magnitude of the wavefunction at the opposite end of the de-

vice:

TI r(kz) oc loker , Trel (kz) oc r1+(0)12 (3.8)

Quasi-bound (resonance) states can be identified by locating the Lorentzian peaks in this

transmission function expressed as a function of energy. The energy-time uncertainty prin-



ciple can be used to estimate the tunneling lifetime of each state. This is given by

Ttun - AE (3.9)
t E

where AE is the FWHM of the resonance peak in energy space.

SEQUAL performs the numerical integration as follows. First, a uniform grid of wavevec-

tors is used to find local maxima in the transmission function (3.8) corresponding to the

quasi-bound states. These maxima are used to define integration intervals over which

the wavefunctions are known to be smooth and well behaved. It is important to locate

each maximum point exactly, as some resonance peaks are extremely sharp and would be

missed in a simple examination of the grid values. Successive orders of Gauss-Legendre

quadrature are applied over each interval until the result is specified to the desired accuracy,

generally three significant digits.

3.2.2 Bound states

SEQUAL also solves for the states that cannot be populated by either contact, i.e. "bound

states." These states reside below the conduction band edges of either contact and are sta-

tionary rather than propagating. In an actual device, such states could be populated by elec-

trons inelastically scattered from higher energies. Unless otherwise specified, SEQUAL

will populate these states according to Fermi-Dirac statistics.

The bound states are obtained by finding the eigenvalues of Schrodinger's equation (3.1)

according to a finite-difference method. The wavefunction i (z) at each eigenenergy ci is

found and used to obtain the electron population in each state:

n(z) m* (z)kBT i (z)12 In [1 + exp[(EF - i)/kBT]]. (3.10)
h2 7r

The use of Fermi-Dirac statistics is only valid in equilibrium. This is of course not true dur-

ing the laser operation, so the scattering rates and rate equations must be used to calculate

the population of each level, as described in Section 3.3.2.

In the case where a device consists of some MQW structure surrounded by thick bar-



riers, the resonance of the quasi-bound states will become very sharp, and the lifetimes

very long. In the limiting case where the barriers become infinitely thick, these states will

become true bound states. One can run a simulation where the contacts are replaced by bar-

rier material, and SEQUAL will find bound states closely corresponding to the quasi-bound

states. For propagating states SEQUAL only yields the squared-magnitude wavefunction

j/k(z)j2 ; for the bound state case, the wavefunction is real, and the program yields i(z).

The similarity between the quasi-bound and bound states can be exploited to obtain an

approximation to the quasi-bound state wavefunction. This is necessary for calculating

such quantities as dipole moments, and scattering rates. The validity of the approximation

depends on the details of the structure and the true lifetime of the quasi-bound state.

3.2.3 Self-consistency

The preceding discussion assumes that the shape of the conduction band Ec(z) is known.

However, as the subbands are populated with electrons, space charge builds up and distorts

the potential according to the Poisson equation

dz )+(z) = -q (N (z) - n(z)), (3.11)

where 4(z) is the electrostatic potential, and N+(z) is the ionized donor density. This

results in a conduction band profile

Ec(z) = AEc(z) - q1(z), (3.12)

where AEc(z) describes the conduction band edge offset due to the material layers.

For any device, the solutions for the electron density and electrostatic potential should

be self-consistent. This is achieved by iteratively solving the Schr6dinger and Poisson

equations until the solution converges.



3.2.4 Nonparabolicity

Theory

By default, SEQUAL uses the effective mass approximation to describe conduction band

shape around the F point as parabolic. While the validity of this approximation clearly de-

pends on the actual shape of the conduction band, this approximation can fail when dealing

with the upper subbands in a quantum well which require larger values of kz. B. Riely

recently modified SEQUAL to better handle the effects of band nonparabolicity. An empir-

ical two-band model was employed, allowing the effects of non-parabolicity to be incorpo-

rated via an energy dependent effective mass m* (z, E), as described by Nelson et al. and

Leavitt[38, 39]. This treatment allows the use of the traditional one-band effective mass

Schridinger equation (3.1), solved iteratively to find the eigenvalues.

Nonparabolicity near a band extremum can be described by the dispersion relation

h2k2

E = (1 - 7 k2) (3.13)
2m*

where E and k are the energy and wave number of the charge carrier, and 7 is the bulk

nonparabolicity parameter. Nelson et al. base their work upon the Bastard derivation[40,

41] of an envelope function model which considers the interaction of the conduction band

and the light-hole bands throughout a heterostructure. Such a model produces the same

effective mass m* for each band and the same nonparabolicity parameter y for each band.

The energy dependent effective mass is written as

m*(E) = m* 1 + 2m*(E - E) (3.14)

where the nonparabolicity parameter is given by

= 2m (3.15)
2m*Eg

and Eg = Ec - E, is the energy gap. For GaAs as well as most materials, this model is

incomplete; each band has a different effective mass and nonparabolicity parameter. This



feature will only appear when more than two bands are included. However, the two-band

treatment contains the relevant physics for treating nonparabolicity and can be used once

modified to allow for these experimentally observed differences.

Nelson et al. take an "empirical" approach where m* and 7 are chosen separately for

each band according to experimental results. The two-band Hamiltonian for treating the

conduction band is written as

Ec ih k
H 2m* v (3.16)

-ih 2 k E h 2

2m* V/5 2m'y J

In this "empirical" method, the energy gap h2/2m*y will likely not be equal to the actual

energy gap Eg. In fact the second band doesn't correspond to the "true" light-hole band, but

rather an "effective" band separated from the conduction band by an "effective" bandgap

that represents the collective interactions of all the valence bands with the conduction band.

If desired, a separate calculation can be used for the light-hole band, using a different

effective mass, effective bandgap, and nonparabolicity parameter. At a material interface,

such as in a quantum well, continuity of current requires m* /- to remain constant across

the interface.

Leavitt expanded this theory to heterostructures in the presence of an applied field. The

energy dependent effective mass merely becomes position dependent as:

m*(E,z) = m*(z) ( 1 + 22 ,)) (3.17)

where Ec(z) contains the effect of the electrostatic potential as in (3.12). The z dependence

in m*(z) and y(z) is due only to the material variations in the heterostructure layers. Now

the Hamiltonian (3.16) can be altered and rewritten to yield Schr6dinger's equation:

E, (z) - E ii 2  d

''2m* (z)V/7YZ = 0, (3.18)
ih2  d Ec h2 z m*(z, E) O (z)

2m*(z)-/,_y( 2m'( dz C (z E (Z) (z (y.



where the total wavefunction of this solution is given by

0= ( c (z) ' (3.19)

where oc(z) is the principal component from the conduction band and a small effective

valence band component.

Taking the lower component of (3.18), we obtain an expression for the effective valence

wavefunction in terms of the 0c(z):

o,) (z) = (3.20)
m*(z, E) dz

Plugging this into the upper portion, we obtain a second order differential equation for

d 1 dz):(z)
d m*(,E) dz) + (Ec(z) - E))kc(z) = 0. (3.21)

Note, as y - 0, we obtain m*(z, E) - m*(z), (3.21) becomes the usual one-dimensional

time-independent Schrddinger wave equation, and the effective valence component Ov, (z)

to the wavefunction vanishes. We return to the parabolic case. Nonparabolicity was thus

incorporated into SEQUAL by applying an energy dependent effective mass m*(z, E), and

iteratively solving for the eigenenergy and the conduction band wavefunction Vc(z).

Optical properties

The presence of nonparabolicity in the bands will also affect the optical properties of the

subbands. In our attempt to collapse nonparabolicity into an single band treatment us-

ing ?c(z), we employed an energy dependent effective mass. We therefore find ourselves

unable to make use of the commutation relation (2.11) necessary to use dipole matrix for-

malism. For an optical transition between an initial and final subband indexed i and f, we

therefore define the oscillator strength in terms of the momentum matrix elements as [23]

fi = 2 I IIPz , 2  (3.22)
mo Ei - Ef



The effective mass has been brought inside the expectation value as an operator to account

for its z dependence. As is appropriate for the case of a spatially dependent effective mass,

we have used the definition for the bare oscillator strength fi-f in (3.22), rather than the

scaled oscillator strength fi_'f = (m*/mo)fi-f in (2.17). This expression (3.22) reduces

to (2.17), under the dipole approximation in a bulk material with parabolic bands.

As shown in Leavitt[39] and Sirtori et al. [23] momentum matrix element can be written

in terms of only the conduction band component Vc (z):

Smo mo (3.23)(IfpzI'i) \2 m*(z, Ef) m*(z, E)z P (3.23)

ih mo do)*(z) mo dg(i)(z)
h f m d 4W*(z0 i)(z) - m00 f) (z) dz. (3.24)
2 m*(z, Ef) dz m*(z, E,) dz

The use of (3.24) and (3.22) to calculate the oscillator strength, rather than the parabolic

dipole matrix element method described in (2.17) will generally result in slight reductions

in the oscillator strength for a given transition. However, if the nonparabolicity is not too

great, the parabolic case can provide a reasonable approximation. Also, the inclusion of

nonparabolicity relaxes the selection rule for intersubband transitions. No longer is the

momentum (or dipole) matrix element equal to zero for the in-plane directions. However,

the selection rule was experimentally found to hold to an accuracy of 0.2% for a 8.1 pm

intersubband transition in a GaAs quantum well[42], and this deviation from the selection

rule was neglected.

3.3 Multiple quantum well design

3.3.1 Overview

The design of the MQW gain medium for our laser was performed using the tools described

above. SEQUAL was used to find the quasi-bound states for the structure under consid-

eration, taking into account effects of space charge and nonparabolicity of the bands. The

wavefunctions were used to find the scattering lifetimes of each level. This information

allows us to find the populations of each subband and thus obtain a self-consistent picture
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Figure 3-1: Conduction band profile for mid-infrared (10 ptm) quantum cascade laser

of the structure. The wavefunctions were also used to calculate spontaneous and stimulated

emission rates, which were in turn used to calculate the bulk gain of the structure.

The design of the conduction band was similar to the QCL designs by the Bell Labs

group[43, 44]., A schematic of our conduction band under the design bias is shown in

Fig. 3-1. The structure consists of 40 modules cascaded together. Each module consists

of a double well active region, and a six well superlattice region known as the digitally

graded gap (DGG). The laser is designed to operate as follows. Electrons are injected

from the superlattice ground state G into the excited state E3. The "lasing" transition

takes place between levels 3 and 2 with a calculated energy difference of E32 = 124 meV

(A = 10.5 pm). E2 is then quickly depopulated by fast LO-phonon scattering to El, which

ensures a population inversion between levels 3 and 2. Electrons are extracted from El by

rapid tunneling through the digitally graded gap, where they relax into G and are injected

into the next module. The DGG superlattice region forms a highly transmissive "miniband"

around the El and E2 energy range. It also acts as a Bragg reflector and forms a "minigap,"

preventing electron escape from E3 into the continuum. Carriers are provided by doping
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Figure 3-2: Double well active region. The layer thicknesses are 42.4, 67.8, 11.3, 53.7, and
25.4 A (15/24/4/19/9 ML). The intrawell lasing transition occurs between E3 and E 2. The
envelope functions are obtained from (3.21) and the squared magnitude I Vi (z) 12 plotted at
their respective energies E.

inside the DGG at a level to provide ND = 1.5 x 1011 cm-2/module. Doping the modules

to provide carriers helps prevent the buildup of space charge in the MQW structure, thus

avoiding large-scale band bending. It is also advantageous to have the dopants set back

from the active region to prevent line broadening due to impurity scattering.

3.3.2 Active region

The active region is composed of a 24 ML and a 19 ML well separated by a 4 ML center

barrier. Each GaAs monolayer is 2.83 A. When the active region is under the design bias

Vmod = 0.265 V/module, the double well system contains three subbands at energies El,

E2, and E3 , shown in Fig. 3-2. The wavefunctions Vei(z) are obtained from (3.21) and

plotted at their respective energies. The wells are designed to maximize the population

inversion AN 32 = N3 - N 2, and the dipole matrix element z32 (2.26). Population inver-

sion is achieved through engineering the wavefunctions to control scattering rates and thus

lifetimes of levels.

Simulation of the active region is accomplished by using SEQUAL to find the bound

4
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2

1 __E32=124 meV-

SE1 0=36 meV



Table 3.1: Active region properties

ii Eij (meV) zij,eff (A) fi-+f (w/ NP) r('° ) (ps)
21 36 30.2 8.76 0.19
32 124 25.8 21.8 1.29
31 160 3.68 0.57 1.65

states of a 5 layer structure. Although the states are actually "quasi-bound" states and

should be treated using SEQUAL in transmission mode, this method will only yield I'i (z) 12

rather than Vbi(z) that is necessary to compute matrix elements. The bound states can be

found by SEQUAL by setting the contacts to be composed of barrier material rather than

well material. The resulting bound states yield a real wavefunction that closely corresponds

to that of the traveling wave states. A summary of the properties of the active region is pre-

sented in Table 3.1. The values for the oscillator strength fi,f are calculated according

to (3.22) and (3.24), and thus include the effects of nonparabolicity and the spatially de-

pendent effective mass. The effective dipole matrix elements were calculated starting from

fi-f using (2.17) and are included for reference.

LO-phonon scattering

For the energies involved in our structure, the dominant scattering mechanism is polar

longitudinal optical (LO) phonon scattering. This is the standard assumption in all QCL

design[6], and is experimentally justified by observing the temperature dependent electro-

luminescence from a quantum cascade structure[45]. Such an assumption can also be justi-

fied by examining Smet's extensive calculation of intersubband and intrasubband scattering

rates in single and multiple quantum wells[21]. Intrawell scattering times for intersubband

LO phonon scattering are typically in the subpicosecond to picosecond range. For longi-

tudinal deformation acoustic and piezoelectric phonon scattering, typical scattering times

are hundreds of picoseconds at 4.2 K, and tens of picoseconds at higher temperatures. In-

tersubband scattering due to interface roughness and impurities (for our conditions) are

calculated to remain above tens of picoseconds. Intersubband electron-electron scattering

calculations are somewhat involved, but Smet's calculations indicate that they will likely

be greater than several picoseconds. For first order calculations of subband populations, it



Figure 3-3: Subband dispersion in active region. The wavy line indicates the calculated
124 meV optical transition between E3 and E2. LO-phonon scattering is the dominant
scattering mechanism; both intersubband and intrasubband transitions are indicated by the
solid arrows. E 32 is set at the LO phonon resonance (36 meV) to provide fast depopulation
of E2.

is sufficient to consider only LO-phonon scattering and tunneling.

The LO-phonon scattering paths are shown in Fig. 3-3. The scattering rates are cal-

culated assuming zero initial in-plane momentum k_,i = 0, as fast intrasubband scattering

will quickly bring the electron to the subband minimum. This is not strictly true, as the

electron bath will probably be somewhat heated and fill the subband according to some

Fermi distribution. Even if cold, the subband will be filled up to the Fermi level one or two

meV above the edge. Still, these effects will only slightly affect the results, and are thus

omitted from the analysis. Also, state blocking effects in the final subband are omitted, as

the lower subbands are expected to be empty due to population inversion. The energy sepa-

ration E2 1 is set at the LO phonon resonance hwLo = 36 meV, resulting in a fast scattering

time 72Lj = 0.19 ps. The LO relaxation time between E3 and E 2 is much longer due to the

large in-plane momentum exchange: 7o20 = 1.29 ps. Since the subband separation E32 is

large, and the energy of the emitted phonon is fixed, there must be a substantial momen-

tum transfer between the phonon and the electron. This slows the scattering rate, since the

Fr6hlich interaction strength is inversely proportional to the square of the in-plane momen-

tum exchange (2.63). After the initial intersubband scattering event, the electron will very

quickly relax to the bottom of the subband through a series of intrasubband LO-phonon

scattering events. Electrons in E3 will also make spontaneous radiative transitions with a



much slower rate (Tad) = 87 ns)-1. The overall lifetime of the upper state is given by

3 = (721 -+ T=1 3sc = 0.71 ps, (3.25)

where T3,esc is the escape time of an electron in E3 to continuum due to tunneling. It

will be shown later that this time is quite long due to Bragg confinement from the DGG.

We therefore have a quantum efficiency of rq, = T3/ 2 d) , 10- 5 for our LED. The vast

majority of electrons that travel through the structure will emit phonons rather than photons.

Rate equations

We can estimate the population of each level by setting up a series of rate equations:

dN3  - N( 1 +-- (3.26)
dt e 73 2  3 1

dN2  N 3  N 2= -(3.27)
dt T32  72 1

dN1  N 3  N 2  N1= + ,(3.28)
dt T31  T2 1  T1

where J is the current density at the operating point, and N 1, N2, N3 are the two-dimensional

population densities of each level. This expression assumes that all the electrons that con-

tribute to the current flow through E3 , and out of El. To conserve current flow between

modules, we will also assume that N1/1 = J/e. Assuming a steady state, we can derive

an expression for the population inversion:

721 J73 721
AN32 = N3  - -1 = - (1- . (3.29)

732 / e 732 /

After calculating the lifetimes, we can experimentally measure J to obtain an actual esti-

mate of the inversion.

Well design

We designed the lasing transition to be primarily a vertical intrawell transition, as opposed

to some designs possessing a diagonal interwell transition[6]. An intrawell transition will



likely have a narrower linewidth, since interface roughness scattering is less important.

Also, improved overlap between the wavefunctions leads to a greater oscillator strength,

and higher gain. An interwell transition is advantageous in that the upper state E3 will

have a longer lifetime due to slower LO phonon scattering through the barrier, and reduced

electron escape to the continuum through tunneling. Interwell transitions also offer the

advantage of tunable emission through Stark shift in the energy levels[12].

While the design philosophy was based on that of the Bell Labs QCLs[43, 44], material

differences made some of the design more challenging. The GaAs/Al0.4Ga 0.6As system has

a barrier height of AEc = 324 meV, much smaller than the height AEc = 520 meV for the

Ino.53Ga0.47As/Ino.52 A10.48As material system. This sets a limit on our energy separations,

although our designed energy is easily achievable without exceeding the barrier edge. More

importantly for our structure, the lower barrier height puts an upper limit on the applied bias

before the wavefunctions leak out of the wells into the continuum.

The active region well design had to meet the following requirements:

(1) E 32 m 125meV (A # 10 im).

(2) E 2 1 m 36 meV (LO-phonon resonance).

(3) Majority of 0 3(z) and 02 (z) in left well.

(4) Keep E3 below barrier edge to prevent leakage.

(5) E 43 > 36 meV (only E3 populated).

These design criteria proved somewhat challenging to meet while still using reasonable

values for device bias and barrier height. When designing the structure, it is conceptually

helpful to consider the system to be made of two single quantum wells coupled by a middle

barrier. As the coupling is increased by shrinking the width of the barrier, the wavefunctions

will increasingly mix together to form symmetric and antisymmetric eigenfunctions.

Since this is an intrawell transition, satisfaction of condition (1) determines the width

of the left well. This energy difference E3 2 is largely insensitive to bias. Therefore, at the

designed bias, 0 1 (z) and b4 (z) will mostly be localized in the right well. Note that P4 (z)

is not shown in Fig. 3-2 as E4 has been pushed above the barrier height, and therefore

no longer appears in bound state calculations. Our only concern with this fourth subband
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Figure 3-4: Evolution of states El and E 2 under bias. Shown are three bias points: (a) zero
bias, (b) anticrossing point V = 0.138 V (c) operating point V = 0.265 V. The E3 level is
shown for reference, although it was not calculated using nonparabolicity.
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Figure 3-5: Energy difference E2 1 as afunction of bias in two structures. The actual design
structure has a center barrier 4 ML thick and a large Ao, while a similar structure with a
7 ML center barrier has a small Ao. The operating voltage where E21 is indicated by Vop.

is that it not participate in the laser operation. The right well must be made narrower

than the left so as to push E 4 above E3 and out of the well. The resulting situation can

be seen in Fig. 3-4. At zero bias (a), )l (z) is localized in the left well and V52(z) in the

right. As the bias is increased (b), the levels anticross and both wavefunctions (symmetric

and antisymmetric) are evenly split between the wells. This is the point when the energy

difference E 21 is at its minimum. As the bias is increased to the operating point (c), 0 1 (z)

is now mostly in the right well and 02 (z) in the left.

If there was no interaction between the wells, a very high bias would need to be applied

to the structure to achieve the desired separation E21. The anticrossing between E2 and

(a)
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Figure 3-6: Digitally graded gap. The layer thicknesses are 25.4, 36.7, 25.4, 31.1, 25.4,
25.4, 25.4, 25.4, 22.6, 25.4, 25.4, 28.3 and 42.4 A (9/13/9/11/9/9/9/9/8/9/9/10/15 ML). The
six-transmission state squared-magnitude wavefunctions that make up the miniband are
shown at their respective energies. Also shown is the first of the continuum states above the
minigap. The lowest state G is aligned with E3 in the next module.

E 1 is exploited to obtain the necessary E 21 = 36 meV at a reasonable bias. As a bias is

applied to the double well structure, the energy difference between the two levels reaches a

minimum at some bias. This minimum energy difference is called the anticrossing gap Ao,

which is a measure of the coupling between the two wells. Tightly coupled wells will have

a large anticrossing gap, and vice versa. This can be seen in Fig. 3-5, where E21 is plotted

for our structure with a 4 ML center barrier, and for another similar structure with a thicker

7 ML barrier. The loosely coupled structure with the thick barrier has Ado = 17 meV and

would need to be biased up to Vmod = 0.35 V/module to achieve the desired separation.

The actual design structure can be biased as low as Vmod = 0.25 V due to the larger splitting

from state coupling. The tradeoff is the wavefunction mixing that takes place around the

anticrossing point, which results in a delocalized wavefunction, and a transition that is less

intrawell in character.
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Figure 3-7: Transmission through six-well digitally graded gap under design bias shown in
Fig. 3-6. The energy bands of high and low transmission are labeled the "miniband" and
"minigap " respectively. The energies of the three states from the previous active region are
indicated by arrows.

3.3.3 Digitally graded gap

The purpose of the digitally graded gap (DGG) is to allow electrons to quickly exit from

levels El and E2, while blocking tunneling from E3. Electrons collect in the ground state G

where they are injected into E3 of the next module. The results of the SEQUAL transmis-

sion state simulation are shown in Fig. 3-6, with the transmission coefficient of an electron

tunneling through the structure shown in Fig. 3-7. Transmission peaks indicate quasi-bound

states, and the FWHM of each peak indicates the tunneling lifetime of the state (3.9). The

DGG is designed so several states cluster together near E2 and El of the previous mod-

ule. In real devices, the quasi-bound states will be additionally broadened by impurity and

phonon scattering, creating a highly transmissive "miniband." Electrons will quickly exit

from the previous module, scatter down to state G by fast LO-phonon scattering, and tunnel

into E( in the next module.

Electrons are prevented from escaping from E3 into the continuum by Bragg reflec-

tion caused by the DGG. Transmission at E3 is 104 times less likely than from El. The

depth of the transmission dip depends on the number of wells; if fewer than six are used,



Bragg confinement suffers. To determine the escape lifetimes T3,esc, one entire module

(active + DGG) was simulated. However, since we were only interested in escape into

the continuum, the injection barrier was artificially widened from 15 ML to 45 ML, effec-

tively blocking tunneling back into the previous module. The resonance peak for E3 had a

FWHM of 0.45 peV, corresponding to a r3 ,ese ; 1.5 ns. This time is much greater than the

LO-phonon lifetimes of this level, and thus will not affect 73 (3.25).

3.3.4 Injection and exit barriers

The injection and exit barriers are the interfaces between the active region and the digitally

graded gap. These barriers must be thick enough to isolate the active region, but still allow

fast tunneling in and out. We used two equivalent methods to calculate the tunneling times

through

the barriers. The first method, mentioned above, uses SEQUAL to find the transmission

as a function of energy through a structure. The FWHM of the resonance can be used to find

the lifetime of a quasi-bound state (3.9). The problem with this method is that is gives the

tunneling rate out of the state in all directions, and is not well suited to finding a tunneling

time through a single barrier.

WKB tunneling time

An equivalent approach is to use a semiclassical method based on the Wentzel-Kramers-

Brillouin (WKB) approximation[46]. The WKB approximation is useful for finding the

tunneling probability through a barrier, provided that the energy of the particle is small

compared with that of the barrier. The theory approximates an potential barrier V(z) as a

series of square barriers, under which the transmission probability falls off exponentially,

while neglecting reflection effects inside the barrier. The tunneling probability is given by

T - exp -2j k(z)dz (3.30)



where
2m*

k(z) = 2 V(z) - El. (3.31)

This tunneling probability can be used with a further semiclassical approximation to

obtain a tunneling time. For a quasi-bound state, the wavepacket energy is peaked at a cer-

tain energy. One can visualize this case as a particle bouncing back and forth between the

walls with some frequency given by the kinetic energy E, slowly leaking into the contin-

uum. The tunneling lifetime can be estimated from the tunneling probability at the barrier

multiplied by the rate at which the particle strikes the barrier.

1- = T(E) (3.32)
T 2W

where W is the well width. This approach works best for highly excited states in a well,

where the semiclassical picture is most valid. However, using this approach to calculate

tunneling times for even the ground state can give a reasonable estimate for the tunneling

time.

Injection barrier

The 15 ML injection barrier is used to isolate the active region from the previous DGG

superlattice region. This barrier should be thick enough so that '3 (z) does not spread into

the previous well. Having a thick barrier also minimizes coupling between E3 and G, which

keeps the anticrossing gap small. A large anticrossing gap will prevent close alignment of

G and E3 and will increase wavefunction mixing. We would like the anticrossing gap to be

smaller than the expected linewidth of the transition, so that transitions from G to E2 when

biased at the anticrossing gap will not broaden the transition.

The anticrossing gap between G and E3 is 9 meV and occurs at Vmod = 0.234 V, slightly

less than the design voltage Vmod = 0.265 V. Due to nonparabolicity, at the anticrossing

point, the wavefunctions are still highly localized.
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Figure 3-8: Injection barrier anticrossing. (a) Energy difference IEG - E 3 1. (b) Interface
module at anticrossing voltage Vmod = 0.234 V

Table 3.2: Exit barrier WKB tunneling times
Exit barrier thickness (ML) WKB tunneling time (ps)
6 0.17
9 0.48
12 1.3

Exit barrier

The function of the 9 ML exit barrier is essentially the same as the injection barrier. It must

allow for fast tunneling out of El and E2, without a great deal of coupling between the

active region states and the DGG states. The WKB method described above was used to

find tunneling times for the exit barrier at three thicknesses. These tunneling times provide

upper limits on the actual times, since they do not take into account additional transmission

provided by the resonant structure of the DGG. The value of 9 ML was fast enough to

empty El more quickly than 73.

3.3.5 Self-consistency

The electrons that supply the current in the device are supplied by doping two wells and

barriers in the center of the DGG (Fig. 3-1). This 100 A region was doped at ND = 1.5 x

1017 cm-3, which works out to a two-dimensional doping of N(2D) = 1.5 x 1011 cm-2/module.

While SEQUAL has the capability of accounting for the effects of space charge on the po-
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Figure 3-9: Self-consistent band structure (dashed) calculated with the electron population

of 1.5 x 1011 cm - 2 split 50/50 between the injection level G and the excited state at E3 .
The flat-band structure is shown for comparison.

tential, the computational cost is high. The level of doping was chosen to be low enough

to cause very little band-bending. Consequently, many of the calculations above were per-

formed with no band-bending, and the full self-consistent solution was only computed at

the end for verification. The distribution of charge carriers among the levels is determined

by the full set rate equations including all the levels in the DGG. Since many of the scat-

tering rates are unknown, this full solution is not feasible. However, if the active region

functions as designed, the majority of the electrons will be in state G and E3 . The band

structure with the electron population split 50/50 between the two levels is shown in Fig. 3-

9. The band structure is largely unchanged inside the active region. Changes are small, as

the energy levels shifted by only one or two meV.

3.3.6 General Discussion

The effect of band nonparabolicity was treated only as a perturbation of the parabolic de-

sign. Nelson et al. observed that in a GaAs/AlGaAs quantum well, the effect of non-

parabolicity was to raise the energy of the ground state slightly (- 1 meV), and to lower

the excited states by variable amounts. This negligible increase in the ground state energy



Table 3.3: Effect of nonparabolicity
ij Eij (meV)(w/o NP) Eij (meV)(w/NP) fij (w/o NP) f2j (w/NP)
21 36.7 36.5 9.00 8.76
32 142.8 124.3 23.2 21.8
31 179.4 160.8 0.534 0.574

was observed regardless of the energy of the ground state. This is related to the lowering of

m*(z, E) inside the barriers. When the ground state is low in energy, the wavefunction is

mostly in the well where the nonparabolicity adjustment is small. In a narrow well, where

the ground state energy is high, the electron spends much of its time in the barriers, where

the nonparabolicity is small. This same effect was observed in out MQW simulation. It

was generally observed that any "ground-like" state, made up of mixed ground states from

individual wells, would remain largely unaffected by nonparabolicity. In our device, only

E3 is an excited state, and is lowered by about 20 meV. For most of the design process,

nonparabolicity was only applied to calculate the E3 energy, with full nonparabolicity cal-

culations being applied at the end of the design process for fine adjustment of the structure.

The effects of considering nonparabolicity for the active region are shown in Table 3.3. The

oscillator strength for the 3 - 2 lasing transition is also reduced slightly.

The MQW structure discussed above will compose the gain medium for the QCL.

Each module is 497.2 A (176 ML) long. The design bias, Vmod = 0.265 V/module

(E = 54.3 kV/cm), is the point where we obtain E 21 > 36 meV, and E3 is in rough

alignment with G. This is the point when LO-phonon scattering from E2 to E1 is most

efficient. However, simulation of the injection barrier with nonparabolicity shows that

most efficient injection will occur at the anticrossing point between E3 and G, Vmod =

0.234 V/module(E = 47.1 kV/cm). This is the point that will correspond to the peak

electroluminescence power, and the conductance plateau during transport measurements.

It is desirable for these two bias points to coincide, and the present separation is due to a

simulation error during the design.

The design also incorporates a feature found useful by Faist et al. to improve laser

operation. If the separation between the ground state G and the preceding E2 level is too

small, thermal backfilling of E2 will occur and the population inversion will drop. This



phenomenon becomes more severe at higher temperatures. In one sample[47], Faist was

able to reduce the threshold current at 50 K from 500 mA to 400 mA by increasing the

separation from ,, 70 meV to r- 100 meV. In our structure, the separation between G and

E2 is approximately 130 meV at operating bias, which should provide sufficient protection

from thermal backfilling.

The peak bulk gain due to this MQW structure can be calculated using the expression

(2.27):
ANe2 f..+f

y(Vo) = 2 fi (3.33)
27rcnEomov

If the oscillator strength fi-,f is calculated according to (3.22) and (3.24), this expression

for the peak gain takes into account nonparabolicity and the spatially dependent effective

mass in the structure. To find the linewidth and population inversion, we borrow some

experimental results from the next section. A linewidth of 15 meV was used for this calcu-

lation, which is a somewhat conservative estimate based on the observed 11 meV linewidth

described in Section 4.3.1. The peak population inversion can be estimated (3.29), tak-

ing Jo, = 4 kA/cm 2, and the state lifetimes as calculated in Section 3.3.2. We obtain

AN~D) a 1.5 x 1010 cm - 2 over each 497 A long module. This is approximately 1/10 of

the module doping. As calculated above, the oscillator strength is f32 = 21.8. The refrac-

tive index at the operating wavelength A = 10 pm is taken to be n = 3.27. Using these

values, we calculate that the peak bulk gain is 7bulk = 96 cm - 1 for the A40 design.

3.4 Waveguide design

The second major step for building a laser is to design the resonant electromagnetic cavity

to provide optical feedback to the gain medium. As is done with most semiconductor

lasers, the end mirrors are formed by cleaving the wafer along a crystalline axis, and using

the air/semiconductor interface as a mirror. However, lateral and vertical confinement must

also be provided, which is traditionally done by forming a dielectric waveguide, where

the active region is surrounded by layers of lower dielectric constant. This is the method

used by Bell Labs for their InGaAs/InA1As QCLs. This material system is grown on a



InP substrate, which has a smaller refractive index than either InGaAs or InAlAs. For the

upper side confinement, either InA1As[47] or InP[1 1] (both of which have a smaller E than

the core) are grown above the active region, providing confinement and conduction though

light doping. Further steps are taken to prevent coupling of the field with the lossy interface

mode at the semiconductor-metal contact interface.

The design of a waveguide structure for a GaAs/AlGaAs based QCL is more difficult.

Because CGaAs > EAIGaAs, the intrinsic dielectric constant of the GaAs substrate is actually

greater than the active region. However, the n+ substrate, doped at ND - 1018 cm - 3 , pro-

vides confinement due to the free carrier contribution to c given by (2.59), but accompanied

by a great deal of loss. It is difficult to use the barrier material AlsGal_-As, because of the

difficulty in achieving conduction through this layer. In AlGalxAs, for 0.23 < x < 0.9,

DX centers appear below the conduction band in n-type AlGaAs[48]. These centers act as

deep donor levels which prevent carrier ionization, restricting current flow. Strasser et al.

have attempted this method of waveguiding and have experienced the expected problems

with carrier freeze-out in the cladding regions at low temperatures[18]. Li et al. is consid-

ering pure AlAs cladding regions, which avoids the deep DX level problem. This method

has potential, however, such a method requires complicated material grading, and a large

Al MBE source that are beyond our current capability.

This section explores two possible waveguide structures for our mid-infrared quantum

cascade laser. The first structure makes use of the metal contact layer above the MQW

structure for confinement above, and the use a heavily doped layer in addition to the doped

substrate for confinement. The second structure is borrowed from the far-infrared laser

project being undertaken by Bin Xu. This structure involves a layer of metal both imme-

diately above and below the MQW layer. This metal-metal waveguide structure is more

difficult to fabricate, but offers the promise of better confinement.

3.4.1 A40 design

The A40 structure displayed in Fig. 4-1 was only designed for observing spontaneous emis-

sion, and was not optimized for laser waveguiding. Nevertheless, analysis of the structure
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reveals that some confinement is actually obtained. The simulated structure and TMo mode

profile is shown in Fig. 3-10. For this calculation, the permittivity of the active region was

taken as an average of the well and barrier materials at the operating wavelength, yielding

eactive = 10.279e0. The calculated cavity loss is ac = 149 cm - 1 and quantum well confine-

ment factor is F = 0.58. Note that this and all mentioned confinement factors include the

selective coupling of quantum wells with z polarized light (2.55). This calculation has a

large uncertainty due to the alloyed Ni/Ge/Au ohmic contact. During the rapid thermal an-

neal, Ge dopants diffuse into the bulk semiconductor to form a heavily doped region aiding

electron tunneling through the surface barrier. However, this diffusion process results in a

relatively uncontrolled spread of dopants as far as 1000 A into the material. For this reason,

the A40 device was simulated with the upper buffer layer doped at ND = 5 x 1018 cm - 3 ,

the maximum level of n-type doping found in bulk GaAs.

This heavily doped region is the source of the majority of the loss. In this structure,

140 cm-' of the loss is due to the upper layers, while only 10 cm-' is due to the lower layer.

For the doping level ND = 5 x 1018 cm - 3 , the plasma frequency is about f, = 24 THz,

quite close to our laser frequency of 30 THz (Fig. 2-2). Near the plasma frequency, the

real part of the permittivity e approaches zero. As a result, the electric field Ez, which is

inversely proportional to E becomes very strong in this annealed region, causing a great

deal of free carrier loss due to impurity scattering.

3.4.2 Plasma waveguide

The A40 structure, while quite lossy, does in fact provide confinement due to the metal

contact and the free carrier reduction of E in the substrate. This structure could provide a

reasonable waveguide if the loss due to the annealed dopants was reduced.

Non-alloyed ohmic contact

One solution is to use a non-alloyed ohmic contact. These types of contacts have tradition-

ally been very difficult to fabricate to n-type (Si doped) GaAs due to the fact that (ND - NA)

is limited by amphoteric doping to about - 5 x 1018 cm -3 . High doping concentrations



_ 1020 cm - 3 can be obtained within a thin (, 30 A) surface layer due to Fermi level pin-

ning by midgap surface states. However, this highly doped region is quickly oxidized and

usually removed during the oxide etch that precedes metal deposition steps.

Patkar et al. solved this problem by growing a thin (,,- 30 A) passivating low temper-

ature grown (LTG) undoped GaAs layer above the heavily doped n+ GaAs[33, 49]. This

LTG layer has a high number of midgap states due to the incorporation of excess As in the

layer. These states will pin the Fermi level in the n+ GaAs at midgap just as the surface

states did. Since LTG GaAs oxidizes much more slowly than n+ GaAs, the passivating

layer will protect the doped GaAs during the oxide etch[50]. A nonreactive metal layer

such as Ti/Au or Ag can be deposited to form an ohmic contact. Transport occurs as the

electrons tunnel through the midgap states in the LTG GaAs layer and through the narrow

space charge region. Ohmic contacts with Pc of mid 10-7 S2 cm 2 have been produced[33],

at least as good as the contact resistances for the traditional alloyed Ni/Ge/Au contact. The

advantage for waveguiding is that the doping can be quite well controlled, and need be high

only in a thin layer adjacent to the surface.

Proposed structures

This structure, shown in Fig. 3-11(a), can be used as a basis to evaluate the properties of

a plasma-metal waveguide. Confinement on the lower side is provided by a 2 pm GaAs

doped cladding layer, along with the n+ substrate. We simulated the substrate to have

ND = 1018 cm-3 , which lies on the low side of the quoted specification of 1.1 - 2.6 x

1018 cm -3 . Confinement on the upper side is provided by the gold contact, described by the

Drude model with a momentum relaxation time of -- = 0.1 ps, roughly corresponding to the

DC conductivity at 100 K. The nonalloyed ohmic contact is simulated with a 70 A region

doped at the maximum bulk level followed by a 30 A surface layer doped at 5 x 1019 cm - 3 .

In reality, these contact layers are too thin to be treated using the bulk Drude model without

consideration of quantum effects. It is merely done to give an approximation of the loss.

There is a 900 A buffer layer between the active region and the non-alloyed ohmic contact,

which must be doped to provide electrical contact.

The effect of the width of the active region on the cavity loss a, and confinement fac-
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Figure 3-11: (a) Proposed plasma-metal waveguide structure with non-alloyed ohmic con-
tact. (b) Variation of cavity loss a, and confinement factor F with thickness of the core
active region. For this plot, the doping of the upper buffer layer and lower cladding layer
are both taken as No = 2 x 1018 cm -3.

Figure 3-12: Variation of the cavity loss ac and confinement factor F of proposed plasma-
metal waveguide for different doping levels of the (a) lower cladding layer and (b) upper
buffer layer For each plot, the doping of the other layer was taken to be ND = 2 x
1018 cm-3 and the thickness of the core region is 2.5 pm.



tor P is shown in Fig. 3-11(b). In this plot, the lower cladding and upper buffer regions

are simulated at ND = 5 x 1018 cm - 3 . Since the radiation wavelength inside GaAs is

roughly 3 pm, the loss depends strongly on the active region width for those plotted. As

the waveguide becomes thinner than the wavelength, more of the field is pushed into the

lossy cladding layers. It is thus beneficial to design the active region as thick as MBE

growth time constraints and limits on device bias allow.

The dependence of the loss and confinement on buffer doping are shown in Fig. 3-12.

As expected, increasing the doping increases the free carrier loss. However, it also reduces

the refractive index of the cladding layer, improving confinement. Increasing the doping in

the upper buffer region also increases loss, albeit much more sharply than for the thicker

lower cladding layer. This is due to the reason given above. Due to the high reflectivity

of the metal, much of the energy is reflected back into the cavity and the field strength

is very high near the metal surface. Also, since Ez is inversely proportional to E, the large

reduction of the permittivity in the buffer layer and highly doped contact layer will increase

the E-field strength in a very lossy region. Since the upper buffer region (not the contact

layer) is not intended to provide confinement, but only transport, it only need be doped high

enough to provide current and make contact with the active region.

Proposed plasma-metal structure: PL50

Based on these examinations of waveguide characteristics, we propose a plasma-metal

waveguide structure for a GaAs based quantum cascade laser. The simulated profile and

field pattern are shown in Fig. 3-13. We choose the thickness of the active region to be

2.52 pm, corresponding to 50 modules. The lower 2 pm cladding layer as well as the up-

per 900 A buffer layer is doped at 2 x 1018 cm - 3 , chosen so that the Fermi level will be

aligned with the digitally graded gap states of the first and last modules. The calculated

cavity loss is C = 64 cm - 1 with a confinement factor of F = 0.85. The loss can be re-

duced by reducing the doping in the upper buffer layer, at the risk of increasing contact

resistance into the laser structure. Since bulk gain can be designed to be in the hundreds

of inverse centimeters, this waveguide structure shows promise for development of a GaAs

based QCL.
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Figure 3-14: Drude model complex refractive index N = n + ik for gold. The tempera-

ture dependence is illustrated with typical momentum relaxation times 7, taken from DC
conductivity data[51].

For this structure, a great deal of the loss is caused by the close proximity of the metal

contact to the active region. The resulting high field that appears in the metal skin and the

highly doped contact region is the reason for the extreme sensitivity of the loss to dopants.

The loss is also very dependent of the conductivity of the Au contact. In these simulations,

a momentum relaxation time of 7 = 0.1 ps was used, roughly corresponding to the DC

conductivity of gold at 100 K. The added phonon scattering due to higher temperature

operation, or the added impurity scattering due to deposition impurities will reduce the

conductivity. The Drude model behavior of the complex refractive index for various r

is given in Fig. 3-14. It is observed that for our frequencies of interest, the extinction

coefficient k is largely independent of the scattering time. However, as scattering increases,

the refractive index n rises rapidly. This reflects the fact that the skin depth for a metal

is proportional to a - 1/2 , i.e. the increased scattering impedes the screening of the field.

Thus for the same extinction coefficient, the optical loss will be greater. A calculation

reveals that for r = 0.02 ps, corresponding to roughly 300 K, the loss has risen to ac =

88 cm- 1. To improve on the Drude model approximation, the calculation was repeated for

experimentally gathered Au data at 300 K[52]. While the Drude model predicted n = 9.24

and k = 70.8, experimentally obtained reflectivity data gave n = 12.24 and k = 54.7 for

A - 10 pm. The difference was significant; the calculated loss for the experimental data

was a, = 128 cm - l . Unfortunately, there was no available low temperature data for the



optical constants of Au. However, it can be inferred that the loss might be slightly larger

than calculated than with the Drude model. This design is promising at low temperatures,

but its sensitive temperature performance makes it undesirable for a room temperature laser.

3.4.3 Metal-metal waveguide

A metal-metal waveguide is currently being considered for confinement for a far-infrared

cascade laser. Such a waveguide, with metal directly above and below the active region,

would have a confinement factor of almost unity. However, the above analysis of the

plasma-metal waveguide indicates that it is unlikely that there would be any net advan-

tage to such a scheme. The majority of loss from the PL50 waveguide is from the heavily

doped layer adjacent to the metal, and the metal itself. With metal on both sides, the field

would be forced even more strongly into the metal on both sides. Simulations indicate that

the resulting single sided loss is even greater than the single sided loss from the metal side

in the PL50 structure. Additionally, the temperature dependence of the metal loss would

be more severe, since both sides are metal. Perhaps the biggest problem with a metal-metal

waveguide is that additional problem remains that there is currently no way to fabricate

non-alloyed ohmic contacts on both sides of the interface. Hence, a very lossy alloyed

contact would have to be made on one side of the device.

These issues are not as critical in a far-infrared laser. In the THz range, the radiation

frequency is far below the plasma frequency of the doped buffer layers, and the permit-

tivity becomes negative and large. Hence the electric field strength, which is inversely

proportional to the permittivity, will be much smaller than for the mid-infrared case.

Based on these simulations, even the plasma-metal waveguide is not ideal. For long

term laser development, this author believes that a way must be found to use dielectric

confinement with the minimum of doping needed for transport used. The most likely way

to accomplish this is by using AlAs cladding layers, graded to match the GaAs wells at

the interfaces. The AlAs cladding layers would then only need to be doped to provide

conduction, rather than confinement as well. The lower doping levels would reduce the

loss and separate the confined mode from the metal contact. This will likely require a



complicated MBE growth in a machine with a large Al source. Such growth is currently

beyond our capability.
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Chapter 4

Experiments

4.1 Setup

The first step towards building any laser is observation of spontaneous emission from the

gain medium. For this purpose, a MQW structure was grown by molecular beam epitaxy

(MBE) and fabricated into suitable test structures. The growth profile for this structure, de-

scribed in Section 3.3, hereafter referred to as A40, is displayed in Fig. 4-1. This structure

was designed for the purpose of observing electroluminescence and testing the electrical

transport properties, and thus was grown without deliberate waveguiding, but merely doped

contacts. These measurements were done at cryogenic temperatures (4.2 - 77 K), to im-

prove device performance and ease interpretation of the data. DC current measurements

were performed using a dipstick immersed in liquid Helium.

The optical measurements were performed with the device mounted on a copper plate

cooled by liquid Helium. The dewar was fitted with a output window made from 2 mm

thick ZnSe coated for high transmission between 3 - 13 pm. A custom device mount made

from oxygen free copper was designed to hold the device to the cold plate. This mount

is pictured in Fig. 4-2. The device was affixed to a copper chip carrier with conductive

epoxy on the substrate side, providing good thermal contact to the copper heat sink, and

a low resistance return path for current. Electrical contact was made to the top side of

the emission structures with aluminum wire bonds. The chip carrier was screwed onto the

larger mount, allowing devices to be easily changed. A temperature sensor was mounted
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Device

Cone
4- Chip carrier

Figure 4-2: Copper mount used to hold electroformed cone and chip carrier with device.
The mount was screwed to the cold plate, providing good heat sinking for the device. All
metal-metal surfaces were plated with indium to ensure maximum thermal conductivity. A
temperature sensor (not shown) was attached to the mount just below the chip carrier.

on the side of the copper mount just below the mounting point for the chip carrier. A layer

of soft indium foil was placed at all metal-metal interfaces to improve the thermal contact.

Leads were then soldered to the chip carrier to provide the connection with the external

power supply. Also, high resistance wires were affixed before and after the chip carrier to

allow for 4-terminal bias measurements. This allowed us to find the voltage applied across

the active region, assuming there was negligible voltage dropped across the chip carrier,

wire bonds, and ohmic contacts to the device.

Since the free space wavelength of the emitted radiation (,, 10 /Lm) was larger than

the thickness of the waveguide (,. 3 pm), the radiation rapidly diverged upon exit from the

device. In order to collimate the emitted light for coupling out of the dewar, a Winston cone

manufactured by Infrared Laboratories was used for output coupling instead. A Winston

cone is an off axis parabolic condenser usually used for collection of far-infrared and sub-

millimeter radiation for detection[53, 54]. A schematic diagram is shown in Fig. 4-3. For a

device placed at the smaller aperture of the cone, radiation emitted at any angle will emerge
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Figure 4-3: Diagram of Winston cone used for output coupling. The cone is formed by
rotating a parabolic section about an axis (different from the parabolic axis). Radiation
originating within the smaller aperture will emerge with an angle of divergence less than
Omax = 0.

from the larger aperture at an angle 0 smaller than some maximum angle

dl + d2tan Oma = 2Ld (4.1)

where dl and d2 are the diameters of the larger and smaller apertures, and L is the length

of the cone. Radiation emerging from such a cone does not have a well defined focal point

however, making it somewhat more difficult to focus the emitted radiation. The dimensions

chosen were di = 0.366", d2 = 0.063", and L = 1.219", yielding Omax = 100. The cone

was electroformed from copper and plated with gold, ensuring high reflectivity.

A cone was chosen rather than a lens to ease optical alignment. Due to the high degree

of divergence, a very fast lens placed close to the device would be needed. Such a lens

would be very sensitive to alignment, which is impossible to adjust when mounted inside a

closed dewar.

Due to the expected high current densities of the devices (,- 5 - 10 kA/cm2) it was

necessary to supply the device with fast, high current voltage pulses to avoid heating of

the device. Such a bias supply was constructed with the help of B. Riely. The pulses are

generated by using a power MOSFET to switch an adjustable voltage. For short, high

current pulses, a large 300 I/F capacitor provides the current. For longer, lower current
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Figure 4-4: Experimental setup for emission measurements.

pulses, the voltage regulator can source the necessary current. While the biasing box itself

provided sharp pulses with widths less than 500 ns, the poor response of the connector

cable and dewar wiring limited the minimum pulse width to about 10 As.

While using a MOSFET switch can provide fast, high power pulses, this approach

somewhat limits the flexibility of the biasing circuit. A pulse generator based around a

power operational amplifier can provide pulses of either polarity, and can more easily be

adapted to act as a current source rather than a voltage source. Our decision to use the

MOSFET approach was based on the difficulty of finding a suitable high speed, high power

op-amp at reasonable cost.

To prevent excessive heating of the device, measurements of emitted optical power

were performed in pulsed mode. Typically, pulse widths of 15 - 50 is were used at duty

cycles of 1 - 2%. Mid-infrared radiation was detected with a mercury-cadmium-telluride

(MCT) photodetector cooled to 77 K (peak responsivity : 2462 V/W). The experimental

setup is shown in Fig. 4-4. The emission spectrum was resolved using a Nicolet Fourier

transform infrared spectrometer (FTIR) operated in step-scan mode with a lock-in ampli-

fier. The FTIR operates by using a Michelson interferometer to trace out an interferogram.

The Fourier transform of the interferogram yields the power spectrum of the emitted radi-



ation. When the FTIR is operated in step-scan mode, the translating mirror pauses at each

step to allow averaging or other processing of the detector signal. Among other things,

this technique allows for small signal detection, such as lock-in detection or boxcar aver-

aging, necessary for observing the small spontaneous emission power above background

radiation. For this experiment, the detector signal was fed into a lock-in amplifier refer-

enced with the electrical chopping frequency. The step time of the interferometer was set

to be equal to the lock-in integration time, and the lock-in output signal was collected as

an interferogram and processed in software. A boxcar averager was used to simultane-

ously measure bias and current through the device using the 4-terminal scheme in concert

with a current sensing resistor. All displayed spectra were collected with 4 meV resolution

and Fourier transformed with one level of zero padding using a Happ-Genzel windowing

function.

4.2 Fabrication

The molecular beam epitaxy of the multiple quantum well structure was performed at Pur-

due university by Dr. Michael Melloch. The final fabrication of the wafer into testable

structures was performed here at MIT in the Microsystems Technology Laboratory (MTL).

The contact mask used was originally designed by Jurgen Smet for testing of far-infrared

emitters. The mask contains 2.5 mm long bar structures with widths of 34, 40, and 83 Am

suitable for forming laser cavities, as well as 100 x 100 Am2 square diode mesas for measur-

ing I-V characteristics. The processing sequence performed on the A40 wafer was designed

by Bin Xu, and is shown in Fig. 4-5. Before processing, the wafer consists of '- 2.5 ,m of

MBE quantum wells grown on a n + substrate (not shown to scale). The first photostep (b)

patterns photoresist to define the areas to be protected from the mesa etch. A wet etch in

NH 40 4/H 20 2 /H 20 solution in the ratio 5:3:240 is used to etch a 2 ,m mesa. For a (100)

oriented wafer, this etch solution yields an undercut in the [110] direction, and an sloped

profile in the [110] direction. The mask is oriented in such a way that the bar structures

have shallow sloped sidewalls so that later, metal will be able to climb the sidewalls for the

bonding paths. After the mesa etch, a 1600 A insulating layer of SiO 2 is deposited. It is



important not to make the SiO 2 layer much thicker than 2000 A, as stress will build up and

damage the surface. In this fabrication run, the oxide was deposited using an electron beam

evaporator. In fact, this method yields somewhat low quality oxide, with a large pinhole

defect density and a high etch rate. It is preferable to use sputtering or low-temperature

PECVD. In the second photostep (e),(f) a window is opened in the oxide with which to

make a metal contact. The etch is performed with a 7:1 Buffered Oxide Etch (BOE) solu-

tion. Due to the low quality of the deposited oxide, the 1600 A layer was etched away in

just a few seconds.

Finally the third photostep (g) is performed. This is a metal lift off step used to lay

down the metal for the ohmic contact. An image reversal photostep was performed to give

the resist the necessary undercut. Then, an electron beam evaporator was used to deposit

a metal layer composed of Ni/Ge/Au/Ni/Au in thicknesses 50/660/1330/400/1000 A. The

photoresist strip and metal lift-off was performed for 10 minutes in an ultrasound acetone

bath. The same metal layer sequence was then deposited on the back side of the wafer.

Following a rapid thermal anneal for 30 s at 3800 C, these metal layers form the NiGeAu

alloyed ohmic contact to the device and the n+ GaAs substrate. This common method

for forming ohmic contacts to n+ GaAs is discussed extensively in the literature. Some

assorted references are given[55, 56, 57]. Following the anneal, the contact was verified

by using the TLM test structure. The wafer was then diced and wire bonded to the copper

chip carrier.

The description above is of the ideal processing sequence. During the actual fabrication

of the A40 device, there were several deviations from the ideal. During the first photostep,

the mesa was only etched to 1.3 pm rather than 2 pm. The wafer had to be removed from

the etching solution early due to unanticipated etching of the photoresist. It is possible that

part of the 2000 A buffer layer was also etched away before the wafer could be removed.

Also, it was found that the NiGeAu contact adhered poorly to the oxide layer. Wire bonding

to the bonding paths was thus impossible, so all bonds were made directly to the mesas,

where the NiGeAu contact adhered well directly to the GaAs. In future steps, the bonding

path can be deposited in a separate photostep than the metal for the ohmic contact. This

will allow the use of a Ti adhesion layer between the oxide and the Au.
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Figure 4-5: Fabrication sequence used for A40 device.
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Table 4.1: Emission devices tested
Device Width (pm) Length (am) Comments
A 33 -800 Low output power, poor data quality
B 83 -450 Good data, narrow linewidth
C 83 ,700 Cleaved both ends, good data
D 83 -660 Cleaved both ends, wider linewidth

The fabrication of the proposed laser structure described in Section 3.4.2 must be per-

formed differently due to the presence of the delicate LTG GaAs layer on top of the wafer.

This newly developed fabrication sequence is described in Chapter 5.

4.3 Measurements (A40)

Extensive measurements were performed on our A40 design, including DC-IV measure-

ments of two diode structures, and pulsed optical and current measurements of four edge

emitting bar structures. The DC-IV did not yield good data due to excessive heating, and

thus discussion of those results will be omitted.

4.3.1 Emission measurements

Four emission devices, described in Table 4.1, were tested and observed to emit spon-

taneous emission due to intersubband transitions. Presentation of the data will focus on

devices B and C, as they yielded the best quality data. Device A, due to its narrower width,

emitted less spontaneous emission power, and thus the collected data was much noisier.

Device D performed adequately, although the observed linewidths for the emission were

somewhat wider than for the other two measured devices. Note that the lengths of the

device are measured somewhat crudely, so that they are only accurate within 50 Im.

Power and current versus bias - Device B

The emitted optical power from Device B was measured simultaneously with the current

(Fig. 4-6). The device was operated in pulsed mode using a duty cycle of 1% to avoid

excessive heating of the device. This data was collected using a pulse width of 25 ps with
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Figure 4-6: Device B: (a) Pulsed current and optical power versus device bias. (b) Pulsed
ohmic power P = IV compared with measured optical power

an electrical chopping frequency of 400 Hz. The temperature of the heat sink remained

between 5 K and 8 K during the measurement. Since the heat sink has a finite, and presum-

ably constant, capability to dissipate heat from the device, the measured temperature is a

good indicator of the average amount of power dumped into the device.

The current, seen in Fig. 4-6(a), behaves as expected for our design. Essentially no

current flows until VD = 5 V, when the energy levels begin to come into alignment. The

current flow peaks at VD,op 9.5 V, which is in good agreement with the predicted maxi-

mum injection voltage of Nmod x Vmod,inj = 40 x 0.234 V = 9.36 V (Section 3.3.6). This

corresponds to the designed operating point of the device. The current density at this point

is Jop , 4 kA/cm2 . Beyond VD,ma,, a negative differential resistance is observed, as the

injection level G becomes misaligned with E3 . This is a clear indication that the transport

through the device is governed by resonant tunneling through the multiple quantum well

structure. The presence of the upward jump in current and optical power at high bias will

be discussed later in Section 4.3.2.

The emitted optical power also behaves as expected. The spontaneous emission power

is expected to be proportional to the number of excited electron N 3, so as expected, the

curve shape tracks that of the current, which is also proportional to N3 (3.29), and is ap-

proximately linear up to VD,op. Beyond that, the emitted optical power drops as the levels

become misaligned. This data is consistent with intersubband emission being the source

of the optical power. Fig. 4-6(b) replots the emitted optical power compared with instan-



taneous ohmic power calculated as Pohmic = IVD. The ohmic power is seen to increase

above VD,op even as the emitted power decreases. If blackbody radiation were the major

source of observed optical power, the optical power would increase along with the ohmic

power. Observation of the heat sink temperature during the measurement confirms that the

average power dissipation increases while the emitted power drops. The presence of the

upward jump in current and optical power at high bias is not due to intersubband emission

and will be discussed later in Section 4.3.2.

We can approximately predict the amount of spontaneous emission observed to be

P 77lcolrlout X 7q x Thw x N,m (W) , (4.2)

where Jop is the current density, W is the device width, a, is the cavity loss, Nm is the

number of modules, and /q, 10- 5 is the quantum efficiency. This model assumes that

only electrons within one extinction length ac- 1 of the edge will contribute to the observed

power. rout is the output efficiency, which accounts for the amount of emitted radiation

that is coupled out of the device. Since spontaneous emission will emit uniformly in all

directions in a plane, and the cone only couples light from one side of the cone, a factor

of about - 1/4 should be accounted for, as well as the 27% facet reflectivity. 7lco1 is the

efficiency of the optical collection system that couples light through the FTIR. If we make

a conservative estimate of the loss at ac = 200 cm - 1, we obtain an estimate P = 1 /W,

not considering collection efficiency. The peak emitted power in Fig. 4-6 is roughly several

hundred nanowatts, calculated using the lock-in amplifier sensitivity of 0.1 mV and a duty

cycle of 1%. This corresponds well with the estimate. Due to uncertainties in converting the

lock-in amplitude into a definite input voltage, a more specific estimate cannot be obtained.

Emission spectrum - Device B

The emission spectrum of device B was measured at several different voltages. Fig. 4-7(a)

shows three typical spectra at different biases, taken under otherwise identical conditions

using 25 ps pulsewidth with 1% duty cycle. The emission narrows and becomes more pow-

erful as the bias approaches the operating point. The spectrum with the narrowest observed
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Figure 4-7: Emission spectra from Device B. (a) Three characteristic spectra at different
biases measured with 25 ps pulse width, 1% duty cycle, at 14 K. (b) Emission spectrum
and its Lorentzian fit with narrowest observed linewidth collected using 15 ,ps pulse width
at VD = 9.9 V Inset shows the corresponding interferogram.

linewidth, 11 meV, is shown in Fig. 4-7(b). Lorentzian fits of these spectra show that the

peak is at hwo = 120 ± 0.5 meV, reasonably close to the design value of E3 2 = 124 meV.

These spectra, in conjunction with the dependence of the optical power on bias, demon-

strate that we are observing intersubband emission. The linewidth of the spectra is much

too narrow to be from blackbody radiation.

Emission spectrum - Device C

Below we present the emission results for device C. The principal difference between de-

vice B and C is that device C is larger and thus has a higher current. Also, device C was

cleaved on both ends of the bar rather than just one. Due to the high cavity loss of the A40

design, lasing was not expected, and was not observed. The narrowest observed linewidth

for this device was 15 meV compared with 11 meV for B. However, more emission spectra

were collected from this device, permitting a more systematic look at the device operation.

The optical power versus bias is plotted in Fig. 4-8. The power shows the same general be-

havior as that measured from device B. The emission peak occurs at VD = 10.2 V, slightly

higher than observed with device B, but still in reasonable agreement with the design. Also

plotted on the same axes is the average heat sink temperature during the measurement. Past
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Figure 4-8: Optical power vs. bias for device C. Also plotted is the heat sink temperature
as a gauge of average power dissipation during the measurement. The device was biased
with 25 ps voltage pulses with a 1% duty cycle.

the optical power peak, the average dissipated power continues to increase, indicating that

the bulk of emitted power is due to intersubband transitions rather than heating.

The narrowest observed spectrum had a linewidth of 15 meV and occurred at VD = 11.3 V,

somewhat beyond the power peak. This spectrum is shown in Fig. 4-9, with both a Lorentzian

and Gaussian fit. Although the data is somewhat noisy, the Lorentzian is clearly the better

fit. The origin of this broadening is discussed in Section 5.1.1. These fits are representative

of the spectra taken near operating bias.

Spectra were measured at a series of biases from 8 - 12 V. Characteristic spectra and

their corresponding Lorentzian fits are shown in Fig. 4-10. Also plotted in the insets are

the center frequencies and linewidths for the fitted curves for all collected spectra from

device C. Some of the spectra were noisy, hence the scatter in the peak frequency data.

Despite the noise, however, this device displayed a smaller linewidths at higher bias.

The reason for this trend is not immediately clear. It seems unlikely that this effect is

due to gain narrowing below lasing threshold. If such were the case, the gain narrowing

would be accompanied by a superlinear current dependence of the emitted power. Exami-

nation of Fig. 4-8 reveals that the power had an approximately a linear voltage dependence.
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Figure 4-9: Narrowest emission spectra from Device C at VD = 11.3 V, 25 Ps pulse width,
1% duty cycle. Lorentzian and Gaussian fits to this data are shown for comparison.
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Figure 4-10: Emission spectra from Device C. (a) Four characteristic spectra at diferent
biases measured with 25 ps pulse width, 1% duty cycle, at 9-10 K. (b) Lorentzian fits to the
four spectra. The two insets show the various peak positions and linewidths measured for
all similarly measured device C data.



Unfortunately, due to experimental difficulties, the current was not being simultaneously

measured, so the exact current dependence cannot be confirmed. However, other current

measurements confirm this approximately linear current dependence, as the electrons pop-

ulate E3 , so gain narrowing can likely be ruled out. Also, if the linewidth narrowing were

due to the presence of gain, the linewidth wouldn't continue to decrease past the operating

point of VD,,p = 10 V.

One possible explanation is the presence of a background blackbody spectrum. During

the application of the bias, the lattice temperature of the device is raised considerably,

likely to at least several tens of Kelvin, and possibly to over one hundred Kelvin. Provided

the thermal time constant of the device is shorter than the electrical chopping frequency

(400 Hz), the blackbody radiation will be detected by the lock-in amplifier, and contaminate

the signal. At such low temperatures, the blackbody peak is located in the far-infrared;

however, the tail will extend into the spectral range of interest. Several of the spectra exhibit

"shoulders" above which a narrower peak extends. It is possible that these shoulders are

due to the tail of the blackbody radiation, suppressed on the low-energy side by the reduced

response of the detector preceding its 85 meV cutoff. Hence, for very low-power spectra

collected at low bias, the broader blackbody spectrum would contribute more towards the

measured linewidth. As the intersubband emission power increased, the narrower peak

would extend past the background. Once again though, it is not clear how this mechanism

would allow the spectrum to narrow past VD,p.

4.3.2 Heating

Both device B and C displayed an upward jump in emitted optical power for high biases

beyond the operating point (Fig. 4-6,4-8). This jump in output power is not due to intersub-

band emission, but rather runaway blackbody radiation due to ohmic heating of the device.

The spectrum for the emitted radiation for device B at VD = 12.5 V is shown in Fig. 4-11.

The emission looks very similar to the broad spectrum of a measured 300 K blackbody

spectrum, meaning this high power emission is due to heating of the device during the

25 ps current pulse. However, the similarity of the spectra should not be taken to mean that
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Figure 4-11: High bias emission spectra from Device B. The emission spectrum for VD =

12.5V is shown with a measured 300 K blackbody spectrum for comparison. Note that the
peak in the blackbody spectrum is not the true peak, which is located at 75 meV, but rather
due to the detector response near the roll-off at 80 meV The narrow intersubband emission
spectrun is shown for comparison.

the device temperature is 300 K. It is difficult to extract the device temperature from this

measurement, as the true blackbody peak (75 meV for 300 K) is below the detector cut-off

(80 meV). The observed peak in the 300 K blackbody spectrum is caused by the detector

response near the cut-off. The peak of the VD = 12.5 V spectrum appears at a higher energy

than the pure blackbody spectrum due to the additional intersubband emission present.

The reason this heating power increase appears as a threshold behavior in the optical

power characteristic is due to the temperature dependence of the device resistance. As

temperature increases, the resistance at a given bias remains constant until some threshold

level, when kBT becomes large enough to excite electrons from the upper state E3 into

the continuum. Beyond this threshold temperature, which is measured to be at least 50 K,

the resistance drops rapidly. When the device is biased high enough, ohmic heating will

increase the lattice temperature to the threshold point, after which the current will increase

and heat the device further. The result is a runaway process that results in a sharp increase

in blackbody emission power.



100 150 200 250 300
Photon energy (meV)

Figure 4-12: Time-resolved high bias emission spectra from Device B. A gated boxcar

averager was used to collect the spectra during 4 sequential 5 Ps periods of the 25 Ps

pulse. A narrow intersubband emission spectrum (scaled differently) is shown for linewidth

comparison. The inset shows the change in the current and emitted optical power over the

course of the pulse.

This process was probed by examining the current and optical power behavior during

the course of the 25 ps pulse using a gated boxcar averager(Fig. 4-12, inset). The bias

remains constant while the current and optical power increase. The gate delay on boxcar

was adjusted to collect spectra over four separate 5 ps intervals during the pulse. As shown

in Fig. 4-12, blackbody radiation becomes more and more prominent, overwhelming the

spontaneous emission, broadening the spectrum, and shifting the observed spectral peak

towards lower energies. This measurement illustrates the importance of good heat sinking.

Unfortunately, with the current experimental setup, we are unable to bias the devices with

pulses shorter than 10 ps. In many measurements, Faist used pulses as short as 20 ns

to eliminate lattice heating[6], Also, reducing the device size will improve matters by

reducing the total current. In these measurements, we primarily tested 83 pm bar structures.

Narrower structures provided too little output power. Since laser structures must be made

much longer to reduce facet loss, they must be made as narrow as possible to minimize

total current. With the available mask, the narrowest bar structures available are 33 pm

wide. A new mask has been designed by B. Riely, and will be used on the next processing



run to provide us with structures down to 6 pm wide, thus reducing heating.
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Chapter 5

Discussion

5.1 A40 Results

The results of the measurements performed on the A40 design were quite promising. The

I-V data is consistent with transport through the multiple quantum well structure by res-

onant tunneling. As shown in Fig. 4-6(a), current switched on at some bias point where

the subbands began to align, and quickly built up to a peak corresponding to peak electron

injection into level E3 . The current dropped once biased past the designed operating point

due to misalignment of the subbands. The current peak was observed approximately where

expected, at VD - 9.5 V for device B compared to the predicted value of VD,ij = 9.36 V.

Also, spontaneous emission due to intersubband transitions was observed at a center

frequency of hwo = 120 meV, very close to the calculated value of E32 = 124 meV for

the transition. The frequency was largely independent of bias, consistent with the primarily

vertical transition that was designed. This result gives us confidence in our ability to design

multiple quantum well structures taking account of nonparabolicity.

As shown in Fig. 4-6 the current density at the operating point is Jop = 4 kA/cm 2.

Using (3.29) with 73, we can estimate the excited state population N 3 M 1.75 x 1010 cm-2,

with a population inversion AN 3 2 f 1.5 x 1010 cm-2.This is a somewhat lower population

than expected. The design of the MQW structure was intended that 73 would be the longest

lifetime in the system, with the other levels in the active region and digitally graded gap

scattering much more quickly due to LO-phonon resonance. It is possible that the total
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transit time through the digitally graded gap is being slowed, either due to misalignment of

the energy levels or reduction of phase breaking due to impurity scattering from the setback

doping. Also, the injection barrier could be too large, inhibiting tunneling into the active

region.

5.1.1 Linewidth broadening

Linewidths as narrow as 11 meV FWHM were observed for the emission spectra from de-

vice B, although they were somewhat larger for device C (15 meV). Although the data was

somewhat noisy, the emission peaks at operating bias were best fit by Lorentzian functions.

Transition broadening results from the finite phase coherence lifetime of each state, which

requires an uncertainty in the energy level according to AE h/T. For homogeneous

broadening, all electrons involved in transition experience the same interaction potential,

and are thus broadened according to a Lorentzian lineshape. The total transition broadening

AE = AE 3 + AE 2 is determined by the sum of the linewidths from each state, i.e. the sum

of all the phase-breaking rates that interrupt the coherent atom-photon interaction(2.20).

This phase breaking can be inelastic, involving a transition to a new state, in a different

subband, within the same subband, or it can be elastic, breaking the phase without chang-

ing the energy.

There are several line broadening mechanisms for our intersubband transition. Elec-

trons can escape the subband due to tunneling, or scattering by LO-phonons. Other inelastic

scattering events such as LO-phonon scattering, acoustic phonon scattering, and electron-

electron scattering can occur within the subband, breaking phase but leaving the state life-

time unaffected. Elastic scattering such as impurity and interface roughness are also often

significant factors in intersubband linewidths. Also, if there is a significant electron dis-

tribution over the subband, nonparabolicity will asymmetrically broaden a transition. A

MBE growth related issue is that of many-module non-uniformity, i.e. the case where each

module emits at a slightly different frequency.

Let us consider each of these effects on our intersubband transition. The lifetimes of E3

and E 2 are 0.7 ps and 0.2 ps respectively, which are dominated by LO-phonon emission.
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The lower state lifetime can also be lowered by tunneling into the digitally graded region,

but this is likely slower than the LO-phonon resonance. The total broadening resulting

from these lifetimes, 4.2 meV, is insufficient to account for all of the broadening.

It is difficult to calculate the phase breaking rate of intrasubband processes, although

they almost certainly play a significant role. Electron-electron scattering is essential in

maintaining thermal equilibrium in the electron gas, and electron-phonon scattering main-

tains equilibrium between the electron gas and the lattice. Let us consider the two states

separately for the moment. During operation, the excited E3 state has a significant electron

population with a Fermi distribution set by some electron temperature not necessarily the

same as the lattice temperature. This electron population will engage in fast (- 0.1 ps) in-

trasubband electron-electron scattering. At the operating point, the excited state population

was estimated to be approximately N3 M 2 - 3 x 1010 cm - 2. If the electrons were at zero

temperature, only the small fraction of electrons at the quasi-Fermi level would participate

in the scattering due to state blocking. However, the electron temperature in the subbands is

likely elevated to at least several tens of Kelvin. For the estimated excited state population,

the quasi-Fermi level lies below the subband edge, leaving many subbands states available

for electrons to scatter into. To obtain some average phase breaking rate, one must average

the fast (subpicosecond) electron-electron collision rate with the fraction of electrons in the

subband that undergo such scattering events. This is quite a difficult calculation and will

not be undertaken here. Acoustic phonon scattering is expected to be at least 10 ps and

thus unimportant at cryogenic temperatures. Intrasubband LO-phonon scattering is also

unimportant as a phase breaking mechanism. In the excited state the majority electron pop-

ulation always resides in the lowest 5-10 meV, making intrasubband LO-phonon scattering

impossible.

For the depopulated E 2 state, electron-electron scattering is much less important. The

same arguments stated above hold for the unimportance of intrasubband acoustic and LO-phonon

scattering. Although most electrons scattered into E 2 from E3 will emit several LO-

phonons in the process of cooling to the bottom of the subband, these events also do not

contribute to the linewidth. Because the radiative transition is vertical, and the nonparabol-

icity small, only scattering events within the lowest 5 meV of E 2 are relevant.
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It is unlikely that impurity scattering is a major cause of broadening in our system.

The MQW well module was designed in such a way that the dopants were set back over

100 A in the digitally graded gap for the purpose of separating them from the double well

active region (Fig. 3-1). The relative importance of impurity scattering on the intersub-

band electroluminescence linewidth was investigated by Faist et al. [58]. Comparing the

emission of two devices, one doped in the active region, and one with setback doping,

Faist et al. observed the electroluminescence spectrum change from a Gaussian lineshape

(FWHM = 50 meV) to a much narrower Lorentzian spectrum (FWHM = 21 meV) after

dopants were set back from the active region. Impurity scattering is expected to cause in-

homogeneous broadening due to the large distance between impurities (,- 200 A) and it can

be reduced by using set back doping. Faist attributed the remaining linewidth broadening

to interface roughness scattering, which acts as a homogeneous broadening mechanism,

due to the shorter length scale of the interface roughness[59]. This length scale is given by

the average terrace width due to MBE growth, estimated to be about 50 - 70 A[60]. This

is much smaller than the minimum deBroglie wavelength (Ab = 27r/1V-ir ; 600 A) of

the electron making the transition. Although the noise of our collected data makes an exact

fit impossible, our observed electroluminescence at operating voltage is definitely better fit

with a Lorentzian than with a Gaussian, suggesting homogeneous broadening.

Broadening due to interface roughness scattering is likely a factor in our system. This

broadening is caused by growth imperfections, but its importance can be reduced by careful

engineering of the transition. During our design, we attempted to obtain a primarily vertical

intrawell transition so that the transition would not occur through a barrier, increasing the

effect of interface roughness. However, interface roughness is still a factor, since a portion

of the wavefunction extends into the second well across the thin 4 ML central barrier (see

Fig. 3-2). The small single monolayer width fluctuations in the central barrier will have an

exaggerated effect since the fractional width fluctuations are greater than any other barrier.

It is unlikely that nonparabolicity is a large source of broadening. As described by

Gelmont et al. , such asymmetric broadening occurs only at high electron temperature.

Gelmont calculated approximately 5 meV broadening for a 300 meV transition in a InGaAs

quantum well with an electron temperature of 100 K. Although our electron temperature
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might be as high as 100 K, nonparabolicity is less pronounced in GaAs, and our energy

level separation is only 120 meV; the expected broadening would be reduced accordingly.

It is possible this effect makes a small contribution, but the noise present in observed spectra

makes a quantitative analysis impossible.

Many-module non-uniformity is also a possible source of broadening. The result would

be certain modules would emit with Lorentzian lineshapes at different frequencies. The

observed lineshape would be the sum of all these lineshapes. Such an situation would

likely not yield a Lorentzian lineshape, so this explanation is likely not a major effect.

Our observed linewidths compare well with others seen in quantum wells. Two other

groups also pursuing a GaAs quantum cascade laser have reported spontaneous emission

linewidths of 15 meV (Strasser et al. ) and 14 meV (Li et al. )[18, 19]. However, Li's struc-

ture is based on a diagonal transition, rather than a vertical intrawell transition, rendering

it more susceptible to interface roughness broadening. Gauthier-Lafaye et al. observed a

8 meV photoluminescence in their optically pumped GaAs/AlGaAs double well structure

at 77 K. Our linewidth is similar to that measured by Faist et al. in a vertical transition

structure (12.4 meV)[43].

In summary, only about 4 - 5 meV of the narrowest observed 11 meV broadening

can be accounted for by the finite state lifetime due to LO-phonon intersubband scattering.

The rest of the observed broadening is likely due to phase breaking intrasubband electron-

electron collisions and interface roughness scattering. These collisions would have to occur

at a total rate of (0.1 ps) - 1 to account for the extra broadening, which is a reasonable num-

ber. The observed broadening appears to be more closely Lorentzian shaped than Gaussian,

implying that the transition is homogeneously broadened. This suggests nonparabolicity

and impurity scattering are not important broadening mechanisms. The measured linewidth

compares favorably with those measured in similar structures in GaAs and InGaAs. Since

the peak gain is inversely proportional to the linewidth of the transition, the narrow mea-

sured linewidth promises lower threshold currents for a quantum cascade laser developed

using this MQW structure as a gain medium.
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5.2 Laser design PL50

The measured results described above show promise for the development of a GaAs based

quantum cascade laser. With a few small modifications, the tested MQW structure can be

used as the gain medium and surrounded by the appropriate waveguide cladding. We pro-

pose increasing the number of modules to 50, making the active region thickness 2.5 pm.

The operating voltage will then be roughly 12 V. Also, to increase the population inver-

sion, the doping per module is increased to ND,mod = 2 x 1011 cm- 2 . The additional

charge results in only a small amount of band bending, and negligible shift in the energy

levels. Redesign of the MQW structure should be unnecessary, and will be kept the same

as in the A40 structure. This MQW core active region can be placed inside the newly pro-

posed waveguide structure described in Section 3.4.2. This structure has contacts doped at

ND = 2 x 1018 cm - 3 , which should improve conduction into the active region. The MBE

growth diagram for this proposed structure, called PL50, is shown in Fig. 5-1. This device

is grown with a non-alloyed ohmic contact as described by Patkar et al. [33]. The top 70 A
is Si doped at ND = 5 x 1019 cm - 3 . The upper 30 A of this region will remain at this doping

as the Fermi level is pinned by midgap defect states in the low temperature grown (LTG)

cap layer. The rest of the heavily doped layer will reduce to ND - NA e 5 x 1018 cm - 3

as Si donors become acceptors in the bulk. The Ti/Au contact layer is deposited on top

of the LTG GaAs; conduction occurs by tunneling through midgap states. This use of a

nonalloyed ohmic contact reduced the loss due to the diffusion of dopants into the bulk

during the annealing of a traditional Ni/Ge/Au ohmic contact. Non alloyed ohmic contacts

don't possess the rough surface morphology of their alloyed counterparts, and are therefore

more suitable for all types of optoelectronic devices. Unfortunately, a rapid thermal anneal

step is still necessary for the backside contact, which might cause some minor diffusion of

impurities in from the surface.

We have developed a modified processing sequence for use with PL50 laser design,

which is depicted in Fig. 5-2. In order to protect the thin LTG GaAs layer, the Ti/Au metal

layer for the contacts is deposited in the first step (a), and serves also as a mask for the mesa

etch. This self aligned process allows the fabrication of much narrower bar structures. A
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dry plasma etch step in an electron-cyclotron resonance reactive ion etching (ECR-RIE)

machine has been substituted for the wet etch (b). This step allows us to define mesas with

vertical sidewalls and no undercut of the metal mask. The rest of the process is largely the

same as for the A40 design. 2000 A of oxide is deposited, and vias are etched to connect

with the upper contact (d), (e), (f). Ti/Au bonding paths are then electron-beam evaporated

at an angle to ensure coverage of one sidewall.

The gain of our proposed design can be calculated using (2.26), and is bulk = 127 cm - .

For this gain calculation, the conservative linewidth of 15 meV was used, due to the fact that

not all tested devices displayed the narrowest 11 meV linewidth. For the TM mode cal-

culated in Section 3.4.2, ' = 0.85, yielding a peak modal gain as high as Y = 108 cm - .

This waveguide structure has a calculated cavity loss of ac = 64 cm-'. If the ends are

cleaved to form a 2 mm long Fabry-Perot waveguide (R = 0.27), the facet loss will be

af = 6.5 cm - 1. There will be some additional reduction in the confinement factor due

to lateral confinement. According to this calculation lasing should be attainable from this

structure with a threshold current density of Jth , 2.7 kA/cm2.

The high bias results discussed in Section 4.3.2 reveal the importance of good heat

sinking for the device. Due to the higher doping, the PL50 laser design will presumably

have 4/3 of the current density of the A40. Also, in order to minimize facet loss, the laser

structures tested will be much longer than the devices reported upon here. To reduce the

total current consumed, it will be necessary to use much narrower test structures. A new

mask has been designed by Brian Riely, and will be used on the next processing run to

provide us with structures as narrow as 6 pm, thus reducing heating.

5.3 Conclusion

As of this writing, the following steps have been completed. A mid-infrared GaAs/AlGaAs

quantum cascade emitter has been designed, fabricated, and tested. It was found to behave

as expected and is suitable for use for the gain medium of a quantum cascade laser. A

waveguiding structure was designed and simulated. The proposed PL50 laser structure,

incorporating the MQW gain region from the tested A40 design, and the newly designed
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Figure 5-1: MBE growth diagram for proposed PL50 laser structure.
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(a) Before processing

MQWs

Substrate

(b) 1st photostep - Ti/Au lift-off (f)Etch oxide

(c) Mesa dry etch - Au mask (g) Angled Ti/Au lift-off

(d) Deposit oxide

Figure 5-2: Processing sequence for PL50 laser design.
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waveguide has been fabricated and is currently awaiting testing. Calculations indicate that

lasing should be possible from this device. Additional accomplishments include develop-

ment of an experimental setup for testing the device under cryogenic conditions. A device

holder and heatsink was designed to hold the device inside the dewar aligned with the out-

put optics. A bias supply was successfully designed to provide the device with short, high

current voltage pulses. Also, several software tools were developed to aid the design of the

laser, including a one-dimensional slab waveguide mode solver, and modifications to our

multiple quantum well numerical simulation program SEQUAL to increase its capability.

Work on this project is continuing in an attempt to produce a structure that lases. Cal-

culations indicate that the plasma-metal waveguide can be successfully used for a laser

operated at lower temperatures. However, this design is still quite lossy, and the rapid in-

crease of loss with temperature is very undesirable. For long term laser development, a

waveguiding method utilizing dielectric confinement rather than plasma confinement must

be found. One likely candidate, currently being explored by Li et al. [19], is the use of

large AlAs cladding layers, graded to form a smooth interface with the GaAs wells.

Once a laser has been successfully fabricated, the structure can be optimized to operate

at higher power at higher temperatures, with lower threshold currents. The eventual goal

is to introduce tunability via oscillator strength tuning [12], making the GaAs based QCL

suitable for use in a high power room temperature heterodyne remote sensing spectroscopy

system.
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